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Summary.

The purpose of this tract is to present a numerical method for the solution of state con-
strained optimal control problems.

In the first instance, optimization problems are introduced and considered in an abstract
setting. The major advantage of this abstract treatment is that one can consider optimality
conditions without going into the details of problem specifications. A number of results on
optimality conditions for the optimization problems are reviewed.

Because state constrained optimal control problems can be identified as special cases of the
abstract optimization problems, the theory reviewed for abstract optimization problems
can be applied directly. When the optimality conditions for the abstract problems are
expressed in terms of the optimal control problems, the well known minimum principle
for state constrained optimal control problems follows.

The method, which is proposed for the numerical solution of the optimal control prob-
lems, is presented first in terms of the abstract optimization problems. Essentially the
method is analogous to a sequential quadratic programming method for the numerical
solution of finite-dimensional nonlinear programming problems. Hence, the method is an
iterative descent method where the direction of search is determined by the solution of a
subproblem with quadratic objective function and linear constraints. In each iteration of
the method a step size is determined using an exact penalty (merit) function. The applica-
tion of the abstract method to state constrained optimal control problems is complicated
by the fact that the subproblems, which are optimal control problems with quadratic
objective function and linear constraints (including linear state constraints), cannot be
solved easily when the structure of the solution is not known. A modification of the sub-
problems is therefore necessary. As a result of this modification the method will, in gen-
eral, not converge to a solution of the problem, but to a point close to a solution. There-
fore a second stage. which makes use of the structure of the solution determined in the
first stage. is necessary to determine the solution more accurately.

The numerical implementation of the method essentially comes down to the numerical
solution of a linear multipoint boundary value problem. Several methods may be used for
the numerical solution of this problem, but the collocation method which was chosen, has
several important advantages over other methods. Effective use can be made of the special
structure of the set of linear equations to be solved. using large scale optimization tech-
niques.

Numerical results of the program for some practical problems are given. Two of these
problems are well known in literature and allow therefore a comparison with results
obtained by others.

Finally the relations between the method proposed and some other methods is given.
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Introduction

1. Introduction.

1.1. State constrained optimal control problems.

Optimal control problems arise in practice when there is a demand to control a system
from one state to another in some optimal sense, i.e. the control must be such that some
(objective) criterion is minimized (or maximized).

In this tract we are interested in those optimal control problems which are completely
deterministic. This means that the dynamic behaviour of the system to be controlled is
determined completely by a set of differential equations and that stochastic influences on
the state of the system, which are present in practical systems, may be neglected.

It is assumed that the dynamic behaviour of the system to be controlled can be described
by a set of ordinary differential equations of the form :

@)= fle@aul)r) 0<:<T, (1.1.1)

where x is an n-vector function on [0.7] called the state variable and u is an m ~vector
function on [0,7] called the control variable. The function f is an n -valued vector func-
tion, on R" X R™x[0,T]. It is assumed that f is twice continuously differentiable with
respect 1o its arguments.

On the one hand one may note that the dynamic behaviour of a large number of systems,
which arise in practice, can be described by a set of differential equations of the form
(1.1.1). On the other hand systems with delays are excluded from this formulation.

The system is to be controlled starting from an initial state x, at £ =0, i.e.
x(0) = xq, (1.1.2)

over an interval [0,7]. The number T is used to denote the final time. We shall assume
that T is finite, which means that we are interested in so-called finite time horizon optimal
control problems.

The object criterion is specified by means of a functional which assigns a real value to each
triple (x u.T) of the following form :.

T
[ 7olx @)ue)e) de + golx (T)T), (1.1.3)
1]

About the functions fo and g, it 'is only assumed that they are twice continuously
differentiable with respect to their arguments. We note that the rather general formulation
of (1.1.3) includes the formulation of minimum time and minimum energy problems (cf.
Falb et al. (1966)).

For most optimal control problems which arise in practice, the control « and the state x
must satisfy certain conditions, in addition to the differential equations. It is assumed that
these conditions, which enter into the formulation of the optimal control problem as con-
straints, may take any of the following forms : /

* Terminal point constraints, i.e. the final state x (7 ) must satisfy a vector equality of the
form :

EG(T)T)= 0. (1.14)
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* Control constraints, i.e. the control ¥ must satisfy :

Sou(@)e)< 0 forall 0St<T. (1.1.5)

* Mixed control state constraints, i.e. the control u and the state x must satisfy :

Sila@u()e)< 0 forall 0<:<T. (1.16)

* State constraints, i.e. the state x must satisfy :

Sa(x(z)2)< 0 forall 0X:<T. (1.1.7)

For the numerical method to be presented in this book the distinction between control
and mixed control state constraints is not important. The distinction between mixed con-
trol state constraints and state constraints however, is essential. The major difficulty
involved with state constraints is that these constraints represent implicit constraints on
the control, as the state function is completely determined by the control via the
differential equations.

The optimal control problems formally stated above are obviously of a very general type
and cover a large number of problems considered by the available optimal control theory.
The first practical applications of optimal control theory were in the field of aero-space
engineering, which involved mainly problems of flight path optimization of airplanes and
space vehicles. (See e.g. Falb et al. (1966, 1969), Bryson et al. (1975).) As examples of
these types of problems one may consider the problems solved in Sections 8.1 and 8.2. We
note that the reentry manoever of an Apollo capsule was first posed as an optimal control
problem as early as 1963 by Bryson et al. (1963b). Later optimal control theory found
application in many other areas of applied science, such as econometrics (see e.g. van Loon
(1982), Geerts (1985)).

Recently, there is a growing interest in optimal control theory arising from the field of
robotics (see e.g. Bobrow et al. (1985), Bryson et al. (1985), Gomez (1985), Machielsen
(1983). Newman et al. (1986), Shin et al. (1985)). For the practical application of the
method presented in this tract this area of robotics is of special importance. Therefore we
will briefly outline an important problem from this field in the next section.

1.2. An example of state constrained optimal control problems in robotics.

In general, a (rigid ‘body) model of a robotic arm mechanism, which consists of & links
(and joints) may be described by means of a nonlinearly coupled set of k -differential
equations of the form (see e.g. Paul (1981), Machielsen (1983)) :

J(g)g + D{g.g)=F (1.2.1)

where g is the vector of joint positions, ¢ is the vector of joint velocities and § is the vec-
tor of joint accelerations. J(g) is the k Xk inertia matrix which, in general, will be inver-
tible. The vector D(g .g) represents gravity, coriolis and centripetal forces. F is the vector
of joint torques.

It is supposed that the arm mechanism is 1o be controlled from one point to another point
along a path that is specified as a parameterized curve. The curve is assumed to be given by
a set of & functions Y;:{0,1]> R of a single parameter s, so that the joint positions g; (z )
must satisfy :
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7)) =Y, (@) 0 <7 1<i<k, (1.2.2)

where 5:[0,7]—[0,1]. The value of the function s (¢ ) at a time point ¢ is interpreted as the
relative position on the path. Thus, at the initial point we have s(0)=0 and at the final
point we have s (7' )=1.

Equation (1.2.2) reveals that for each fixed (sufficiently smooth) function s:0,7]-{0,1],
the motion of the robot along the path is completely determined. Differentiation of equa-
tion (1.2.2) with respect to the variable ¢ yields the joint velocities and accelerations. ¥

gE)=YGENs&) 0<:<7T, (1.2.3)

Gg@)=YGENsE)+ Y (s@)s(e)? 0Lr<T (1.2.4)

The joint torques required to control the robot along the path for a certain function
5:[0.r]}-[0.1], follow from the combination of the equations of motion of the robot
(1.2.1) and equations (1.2.2) - (1.2.4), which relate the path motion to the joint positions,
velocities and accelerations.

F@)=TJWGENYENF@) + Y (s N P)
+ D(Y(s (s @)Y(s () 0Sr<T. {125)

For most robotic systems, the motion of the robot is restricted by constraints on the joint
velocities and torques. These constraints are of the following type :

PACIE R 0<¢t<T i=1,.k, (1.2.6)
FACHTIESY 05t<T i=1,.k (1.2.7)

The optimal control problem can be formulated completely in terms of the function s, i.e.
in terms of the relative motion along the path. The joint positions, velocities, accelerations
and torques can be eliminated using relations (1.2.2) - (1.2.5). The constraints (1.2.6) -
(1.2.7) become :

Y (s ENs@E) € Vg s 0St<T 1<i<k, (1.2.8)
(TG EOMNY G ENSE) + Y (s Nse )
+ DY ENs@)YGCEINISF,,, O0St<T. (1.2.9)

The optimal control problem comes down to the selection of a function s, which minim-
izes some object criterion, is twice differentiable and satisfies the constraints (1.2.8) -
(1.2.9), 5 (0)=0and s (T )=1.

The choice of a suitable object criterion depends on the specific robot application. For
instance, this criterion may be the final time 7 which yields minimum time control. This
criterion, however, may have the disadvantage in many practical applications that the
solution of the optimal control problem is ‘not smooth enough’, because the second deriva-
tive of the function s is likely to be of the bang-bang type. Relation (1.2.5) reveals that
discontinuities of 5 yield discontinuous joint torques which is an undesirable phenomenon
in many applications from the mechanics point of view (see e.g. Koster (1973)).

¥ For equations (1.2.3) - (1.2.5) a vector notation is used.
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An alternative to minimum time control is to select a smooth function s that satisfies the
constraints, via the minimization of

T
1 Ofs'(z Yde, (1.2.10)

for a fixed final time 7. It can be shown, that with this objective function the solution of
the optimal control problem has a continuous second derivative (provided T is larger than
the minimum time) and hence, the joint torques will also be continuous. A drawback of
this approach may be that the final time must be specified in advance, which, in general is
not known a priori.

A second alternative, which combines more or less the advantages of both objective func-
tions, is to use :

T
1 o 2
T+ Ecofs(t) dt, (1.2.11)

as an objective function and to ‘control’ the properties of the solution of the optimal con-
trol problem via a suitable (a priori) choice of the parameter c.

A more formal statement of the problem outlined above shows that the optimal control
problem is indeed of the type discussed in the previous section and that the solution of
this problem is complicated in particular by the presence of the (state) constraints (1.2.8)
-(1.2.9).

1.3. Optimality conditions for state constrained optimal control problems.

In this section we shall introduce optimality conditions for state constrained optimal con-
trol problems in a formal manner. This is done in view of the central role that optimality
conditions play in any solution method for these problems.

It can be shown that the optimal control problems introduced in Section 1.1 are special
cases of the following abstract optimization problem :

minien%ize }(x ) (1.3.1)
subjectto : g(x) € B, {1.3.2)
h(x)= 0, (13.3)

where f :X =R ;:g:X =Y ;k:X—Z are mappings from one Banach space (X) to another
(RY.Z) and BCY is a cone with nonempty interior. The functional f denotes the
objective criterion which is to be minimized over the set of feasible points, i.e. the set of
points which satisfy the inequality constraints g(x)eB and the equality constraints
h(x)=0.

The problem (1.3.1) - (1.3.3) is a generalization of the well known finite-dimensional
mathematical programming problem (ie. X=R" ,Y=R™, Z=R"):
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minimize f(x), (1.3.4)

x€R"
subjectto : g(x) £ 0, (1.3.5)
R(x) =0, (1.3.6)

It is possible to derive optimality conditions for the abstract optimization problem (1.3.1)
- (1.3.3), i.e. conditions which must hold for solutions of the problem. Because both the
state constrained optimal control problems discussed in Section 1.1 and the finite-
dimensional mathematical programming problem are special cases of the abstract problem,
optimality conditions for these problems follow directly from the optimality conditions
for the abstract problem. As an introduction however, we shall review the optimality
conditions for the finite-dimensional mathematical programming problem (1.3.4) - (1.3.6)
directly (e.g. cf. Gill et al. (1981); Mangasarian (1969)).

First we recall that, for any minimum of the functional f , denoted X, which is not sub-
ject to any constraints, it must hold that :

Vi@E) =0, (13.7)

i.e. the gradient of f at # must vanish.
For the case that only equality constraints are present the optimality conditions state that
when % is a solution to the problem, and i satisfies some constraint qualification, then
there exists a (Lagrange multiplier) vector Z, such that the Lagrangian

L(x:3) = f(x)—2Th(x), (1.3.8)
has a stationary point at X , i.e.

V.LGEE) = ViR) - FVRE) = 0. (1.3.9)
Rewriting condition (1.3.9) we obtain :

~ me ~
V)= ) 2, Vh;(x) (1.3.10)
i=1

which shows that at the point X, the gradient of the objective functional must be a linear
combination of the gradients of the constraints. The numbers Z; are called Lagrange mul-
tipliers and have the interpretation of marginal costs of constraint perturbations.

When there are, besides equality constraints, also inequality constraints present, the
optimality conditions state that when % is a solution to the problem, and x satisfies some
constraint qualification, then there exist vectors y and Z, such that the Lagrangian

L(x52) = f&x)=3573G)— Th(x), (1.3.11)
has a stationary point at x and that in addition

3,8 (Z)=0 j=1l..m;, (13.12)

3, <0 j=1,..m;, (1.3.13)

Condition (1.3.12) is called the complementary slack condition. This states that all inac-
tive inequality constraints, i.e. constraints for which g; (x ) <0, may be neglected, because
the corresponding Lagrange multiplier must be zero.
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Condition (1.3.13) is directly due to the special nature of the inequality constraints. To see
this, a distinction must be made between negative (feasible) and positive (infeasible) per-
turbations of the constraints. The sign of the multiplier must be nonpositive in order that
a feasible perturbation of the constraint does not yield a decrease in cost. Otherwise, the
value of the objective function could be reduced by releasing the constraint.

Having introduced optimality conditions for the finite-dimensional mathematical program-
ming problem, we shall now introduce optimality conditions for state constrained optimal
control problems in a similar way. The Lagrangian of the state constrained optimal control
problem is defined as :

T . I
Lxudmuép) = [folxue)dt +gox@)T)— [N G—flxur))dt
0 0

T T
+ [nIsixut)d + [d&@) Sy(x )+ uTEG(T)T). (13.14)
0 o

The optimality conditions state that when (X.Z) is a solution to the state constrained
optimal control problem, and (x &) satisfy some constraint qualification, then there exist
multipliers X, M. § and £ such that the Lagrangian has a stationary point at (x % ). Using
calculus of variations (e.g. cf. Bryson et al. (1963a) or Hestenes (1966)) this yields the
following relations on intervals where the time derivative of E exists o

A= - BtV — St Fa,G)— S, ]TE(t) 0<:<T, (1.3.15)
H 1+ 7Y S,t]l=0 o<t<rT, (1.3.16)
MT) = go [T1+ WTET]. (13.17)

where the Hamiltonian is defined as :
Hxu X t) = folxut) + AN flxuz). (1.3.18)

At points z; where the multiplier function E has a discontinuity the so-called jump-
condition must hold

AG+) = A=) — So 0t 1d &), (1.3.19)

which states that at these points the adjoint variable X is also discontinuous.

The complementary slackness condition yields :
Au@)Syltl=0 0S:<T  i=1..k,, (1.3.20)
£.(t) is constant on intervals where Syultl< 0 0€t<T i=1,.k, (1321)
and the sign condition on the multipliers becomes :
Au)Z 0 0<t<T  i=1..k,. (1.3.22)
é,- (¢) is nondecreasing on [0.T]. (1.3.23)

A more detailed analysis reveals that normally the multiplier function £ is continuously
differentiable on the interior of a boundary arc of the corresponding state constraint, i.e. an

1 Straight brackets [t ]are used to replace argument lists involving x(t ), u (), A(e).

10
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interval where the state constraint is satisfied as an equality. The function £ is in most
cases discontinuous at junction and contact points, i.e. at points where a boundary arc of
the constraint is entered or exited and at points where the constraint boundary is touched.

The combination of relations (1.3.15) - (1.3.19) with the constraints of the problem allow
the derivation of a multipoint boundary value problem in the variables x and A, with
boundary conditions at =0, t =T and at the time points ¢; where the jump conditions
must hold. To obtain this boundary value problem the control ¥ and the multipliers 7,
and £ must be eliminated. This is usually only possible when the structure of the solution
is known, i.e. the sequence in which the various constraints are active and inactive.

Because of the important role that optimality conditions play in any solution procedure of
optimal control problems, optimality conditions have experienced quite some interest in
the past. We refer to Bryson et al. (1963a, 1975), Falb et al. (1966), Hamilton (1972),
Hestenes (1966), Jacobson et al. (1971), Kéhler (1980), Kreindler (1982), Maurer (1976,
1977, 1981), Norris (1973), Pontryagin et al. (1962), Russak (1970a, 1970b).

1.4. Available methods for the numerical solution.

Among the methods, available for the numerical solution of optimal control problems, a
distinction can be made between direct and indirect methods. With direct methods the op-
timal control problem is treated directly as a minimization problem, i.e. the method is
started with an initial approximation of the solution, which is improved iteratively by
minimizing the objective functional (augmented with a 'penalty’ term) along a direction of
search. The direction of search is obtained via a linearization of the problem. With indirect
methods the optimality conditions, which must hold for a solution of the optimal control
problem, are used to derive a multipoint boundary value problem. Solutions of the op-
timal control problem will also be solutions of this multipoint boundary value problem
and hence the numerical solution of the multipoint boundary value problem yields a can-
didate for the solution of the optimal control problem. These methods are called indirect
because the optimality conditions are solved as a set of equations, as a replacement for the
minimization of the original problem.

Most direct methods are of the gradient type, i.e. they are function space analogies of the
well known gradient method for finite-dimensional nonlinear programming problems (cf.
Bryson et al. (1975)). The development of these function space analogies is based on the
relationship between optimal control problems and nonlinear programming problems. This
relationship is revealed by the fact that they are both special cases of the same abstract
optimization problem. With most gradient methods the control u (¢ ) is considered as the
variable of the minimization problem and the state x (¢ ) is treated as a quantity dependent
on the control u (¢ ) via the differential equations. A well known variant on the ordinary
gradient methods is the gradient-restoration method of Miele (cf. Miele (1975, 1980). This
is essentially a projected gradient method in function space (cf. Gill et al. (1981)). With
this method both the control u (¢ ) and the state x (¢ ) are taken as variables of the minimi-
zation problem and the differential equations enter the formulation as (infinite-
dimensional) equality constraints. Similar to the finite-dimensional case where gradient
methods can be extended to quasi-Newton or Newton-like methods, gradient methods for
optimal control problems can be modified to quasi-Newton or Newton-like methods. (cf.
Bryson et al. (1975), Edge et al. (1976), Miele et al. (1982)).

11
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With all gradient type methods, state constraints can be treated via a penalty function
approach, i.e. a term which is a measure for the violation of the state constraints is added
to the objective function. Numerical results however, indicate that this penalty function
approach yields a very inefficient and inaccurate method for the solution of state con-
strained optimal control problems (cf. Well (1983)).

Another way to treat state constraints is via a slack-variable transformation technique,
using quadratic slack-variables. This technique transforms the inequality state constrained
problem into a problem with mixed control state constraints of the equality type. A
drawback of this approach is that the slack-variable transformation becomes singular at
points where the constraint is active (cf. Jacobson et al. (1969)). As a result of this, it may
be possible that state constraints, which are treated active in an early stage of the solution
process, cannot change from active to inactive. Therefore it is not certain whether the
method converges to the right set of active points. In addition, the numerical results of
Bals (1983) show that this approach may fail to converge at all for some problems.

Another type of direct method follows from the conversion of the (infinite-dimensional)
optimal control problem into a (finite-dimensional) nonlinear programming problem. This
is done by approximating the time functions using a finite-dimensional base (cf. Kraft
(1980, 1984)). The resulting nonlinear programming problem may be solved using any
general purpose method for this type of problem. We note that when a sequential qua-
dratic programming method (cf. Gill et al. (1981)) is used. then this direct method has a
relatively strong correspondence with the method discussed in this tract . In view of its
significance for the work presented in this tract , this method is described in more detail in
Section 8.1.

A well known indirect method is the method based on the numerical solution of the mul-
tipoint boundary value problem using multiple shooting (cf. Bulirsch (1983), Bock (1983).
Maurer et al. (1974, 1975, 1976), Oberle (1977, 1983), Well (1983)). For optimal control
problems with state constraints, the right hand side of the differential equations of the
multipoint boundary value problem will, in general, be discontinuous at junction and con-
tact points.t These discontinuities require special precautions in the boundary value prob-
lem solver. The junction and contact points can be characterized by means of so-called
switching functions, which are used to locate these points numerically.

Another indirect method. which can only be used for the solution of optimal control prob-
lems without state constraints, is based on the numerical solution of the boundary value
problem using a collocation method (cf. Dickmans et al. (1975)). The reason that the
method cannot be used without modification for the solution of state constrained optimal
control problems is that these problems require the solution of a multipoint boundary
value problem whereas the specific collocation method discussed by Dickmans et al. is
especially suited for the numerical solution of two point boundary value problems.
Numerical results indicate that the method is relatively efficient and accurate.

In general, the properties of the direct and indirect methods are somewhat complementary.
Direct methods tend to have a relatively large region of convergence and tend to be rela-
tively inaccurate, whereas indirect methods generally have a relatively small region of

+ Junction points are points where a constraint changes from active to inactive or vice versa. At contact
points the solution touches the constraint boundary.
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convergence and tend to be relatively accurate. For state constrained optimal control prob-
lems the indirect methods make use of the structure of the solution, i.e. the sequence in
which the state constraints are active and inactive on the interval [0.T ], for the derivation
of the boundary value problem. Direct methods do not require this structure. Because
state constraints are treated via a penalty function approach, most direct methods are rela-
tively inefficient. In practice, they are used only for the determination of the structure of
the solution. An accurate solution of the state constrained optimal control problem can in
most practical cases only be determined via an indirect method, which is started with an
approximation to the solution obtained via a direct method.

1.5. Scope

In Chapter 2, optimization problems are introduced and considered in an abstract setting.
The major advantage of this abstract treatment is that one is able to consider optimality
conditions without going into the details of problem specifications.

The state constrained optimal control problems are stated in Chapter 3. Because these
problems can be identified as special cases of the abstract problems considered in Chapter
2, the theory stated in Chapter 2 can be applied to the optimal control problems. This
yields the well known minimum principle for state constrained optimal control problems.

In Chapter 4, the method which is proposed for the numerical solution of state constrained
optimal control problems is presented first in the abstract terminology of Chapter 2.
Essentially, this method is analogous to a sequential quadratic programming method for
the numerical solution of a finite-dimensional nonlinear problem. Hence, it is an iterative
descent method where the direction of search is determined as the solution of a subprob-
lem with quadratic objective function and linear constraints.

Chapter 5 deals with the solution of the subproblems whose numerical solution is required
for the calculation of the direction of search. In addition the active set strategy, which is
used to locate the set of active points of the state constraints, is described.

The numerical implementation of the method, which essentially comes down to the
numerical solution of a linear multipoint boundary value problem, is discussed in Chapter
6.

The numerical results of the computer program for some practical problems are given in
Chapter 7. Two of these problems are well known in literature and therefore allow a
comparison with the results obtained by others.

In the final chapter the relation between the method discussed in this tract and some
other methods is established. The chapter is closed with some final comments.

The method used for the solution of one of the subproblems is based on a method for the
solution of finite-dimensional quadratic programming problems, which is reviewed in
Appendix A. Appendix B deals with a transformation of state constraints to a form which
allows a relatively simple solution procedure for the subproblems. Technical results
relevant for the active set strategy are summarized in Appendix C. A number of computa-
tional details are given in Appendices D and E. Numerical resuits related to the results
contained in Chapter 7 are listed in Appendix F.
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Chapter 2

2. Nonlinear programming in Banach spaces.

In this chapter, a number of results from the theory of functional analysis concerned with
optimization will be reviewed.

In Section 2.1 some optimization problems will be introduced in an abstract formulation
and in Sections 2.2 and 2.3 some results on optimality conditions and constraint
qualifications in Banach spaces will be reviewed.

2.1. Optimization problems in Banach spaces.

In this chapter, we shall consider optimization problems from an abstract point of view.
The major advantage of such an abstract treatment is that one is able to consider the prob-
lems without first going into the details of problem specifications. The first optimization
problem to be considered is defined as :

Problem (P,) : Given a Banach space U, an objective functional J :U— R and a con-
straint set So C U, find an @ € S, such that

J@) S J(w) forall uesS,. (2.1.1)

A solution # of problem P, is said to be a global minimum of J subject to the constraint
© €Sy In practice it is often difficult to prove that a solution is a global solution to the
problem. Instead one therefore considers conditions for a weaker type of solution. This
weaker type of solution is defined as :

Definition 2.1: In the terminology of problem (Py) a vector u ¢ U is said to be a.Lg_g_ql_
minimum of J, subject to the constraint v € S, if there is an € > 0 such that,

J@) € J(u) forall ueS NSz .e), (2.1.2)
with :

Swe):={ueU:lu-ul<el (2.1.3)

We shall consider two special cases of problem (Py).

Problem (P,) : Given two Banach spaces U and L, two twice continuously Fréchet
differentiable mappings J :U =R and S : U= L, a convex set M C U with nonempty inte-
rior and a closed convex cone K C L with 0 € K, then find an & € M, such that S(i )e K
and that

J@YS T () foral ueMNS™YK). (2.1.4)

Comparing problems (P,) and (P), we notice that in problem (P,) :

* So= M NS™HK), with STK) = {ueU:S(u)eK ). The assumptions on K,M and S
are made in order to obtain a suitable linearization of the constraint set Sy.

* J is supposed to be twice Frechet differentiable.

A further specialization of problem (P,) is obtained when a distinction is made between
equality and inequality constraints.

14
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Problem (EIP) : Given Banach spaces X, Y and Z, twice continuously Frechet differentiable
mappings f :X—R, g :X—Y and R:X—Z , a convex set A C X having a nonempty
interior, and a closed convex cone B C Y with 0 € B and having nonempty interior, then
findan % € A, suchthat (%) € B and k(%) = 0 and that

FE)S F(x) forall xeANZ Y (BINNR). (2.1.5)

In problem (EIP), the equality constraints are represented by (x )=0, whereas the ine-
quality constraints are incorporated in x€A and g(x)eB (note that A and B have
nonempty interiors).

Throughout this chapter we shall use various basic notions from the theory of functional
analysis without giving explicit definitions. For these we generally refer to Luenberger
(1969). Because of their central role in the ensuing discussion we explicitly recall the fol-
lowing definitions.

Definition 2.2 : Let X be a normed linear vector space, then the space of all bounded linear
functionals on X is called the (topological) dual of X, denoted X" .

Definition 2.3 : Given the set K in a normed linear vector space X, then the dual { or
con jugate) cone of K is defined as

*

K = {x'eX":<x’,x> 2 0 fordl xeK}, (2.1.6)
where the notation <x',x > is employed to represent the result of the linear functional
x e X" actingon x € X.

In a number of occasions we shall also use the notation x” x instead of <x*, x >.

With regard to Definition 2.3 we note that the set K~ is a cone, as an immediate conse-
quence of the linearity of the elements of X .

Definition 2.4 : Let S be a bounded linear operator from the normed linear vector space X
into the normed linear vector space Y. The ad joint operator S*: Y™ — X' is defined by the
equation :

<x,8'y'>= <Sx.,y" >. (2.1.7)
The notions of dual cone and adjoint operator play an important role in giving a character-
ization of the solutions of the optimization problems (P;) and (EIP). Other concepts which

play an important role in the following discussion are conical approximations of the set of
feasible points.

Definition 2.5 : Let U be a Banach space, M C U and @@ € M. The open cone
AMa):={ue U:Feer>0,Ye0<eSey, WelillviiSr utelu+v)eM}, (2.1.8)

is called the cone of admissible directions to M at u« .

This cone is referred to differently in literature : cone of feasible directions (Girsanov
(1972)); cone of interior directions (Bazaraa et al. (1976)).
In the case that M has no interior, the cone A (M &) is empty for every weU.
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Definition 2.6 : Let U be a Banach space, M C Uand i € M, then the set
TMz) = {uelU:Xe,) 0.e,,eR“.e,l—»O,Ei(u,z) 0,u,,eM.u,,—»xT,
n= n=

v = lim (u,—@)/€, } (2.1.9)

n oo

-}

i.e. the set of elements v € U for which there are sequences (u,) o and (€,) o with

n

u, — i, €, >0 and €, — 0, such that

u= lim (u, —u)/€,,

n oo

is called the sequential tangent cone of M at &.

In literature, the sequential tangent cone as defined in Definition 2.6, is also referred to as
tangent cone (e.g. Bazaraa et al. (1976); Norris (1971)) or as local closed cone (Varaiya
(1976 )).

We note that the cone of admissible directions is always contained in the sequential
tangent cone, i.e. A (M &) C T(M ).

Definition 2.7 : Let U be a Banach space, M C Uand @ € M. T he set
cM.iz) = {A(m—@):A20.meM}, (2.1.10)
is called the conical hull of M - {i}.

This definition is analogous to the definition of the convex hull of a set A . i.e. the smallest
convex set which contains the set A. In this context the conical hull of a set A is the
smallest cone in which the set A is contained.

In the case that X is a cone with vertex at 0, the conical hull of K—{iz} becomes :

C(K i) == {m=AZ :A20,mekK}. (2.1.11)

If M is a convex set with nonempty interior, the closure of the cone of admissible direc-
tions of M at i coincides with the conical hull of M—{iz}, i.e. A(M . @)=C(M i) (cf. Gir-
sanov (1972)).

Definition 2.8 : Let U and L be Banach spaces, S a continuously Frechet differentiable
operator U = L and K a closed convex cone in L with 0¢ K. At a point it € U, the set T

L(SK@) = {ueU:S@w e C&S@N. (2.1.12)

is called the linearizing cone of S™Y K} at @.

In Definition 2.8 the notation S~ }(K) was used to denote the set
S™NK) == {ueU:Sule K} {2.1.13)

In view of the optimality conditions to be stated, the following regularity conditions are
defined.

1S is used to denote the Fréchet derivative of S.
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Definition 2.9: Let U and L be Banach spaces, S a continuously Frechet differentiable
operator U — L and K a closed convex cone in L with 0 € K. The conditions

L(S.K2) =TS M K)a), (2.1.14)
LS.KLY =S@YCc&.s@)). (2.1.15)
the set R(S'(2)) + C(X.S(&)) is not dense in L, (2.1.16)

are respectively called
the Abadie condition,
the Farkas condition
the Nonsingularity condition,

atu.

We note that condition (2.1.14) is an abstract version of the Abadie constraint
qualification in Kuhn-Tucker theory, which deals with optimality conditions for nonlinear
programming problems in finite~-dimensional spaces (cf. Bazaraa et al.(1976)). An in-
terpretation of the various conditions is given in the next section in the outline of the
proof of Theorem 2.10.

2.2. First order optimality conditions in Banach spaces.

In this section we shall present optimality conditions for solutions of problems (P;) and
(EIP). The results presented are mainly taken from the review article of Kurcyusz (1976).

The conditions involve only the first Frechet derivatives of the mappings which are used
to define the objective function and the constraints of the problem. This is the reason that
they are called first order optimality conditions.

The Definitions 2.5 - 2.9 are used for the formulation of the following Lagrange multiplier
theorem, which plays a central role in the following discussion.

Theorem 2.10 : (Kurcyusz (1976), Theorem 3.1) Let @i be a local solution to problem (P).
(i) If either condition (2.1.16) or both (2.1.14) and (2.1.15) hold, then there exists a pair
(p.l')e R x L, such that,

(6.77) = (0,0), (2.2.1)

pz o ek, <i'.s@)> =0, (2.2.2)
PI@) —S@Y e AMAY. (2.2.3)

A pair (f),lA*) satisfying (2.2.1) - (2.2.3) is called a pair of nontrivial Lagrange
rultipliers for problem (P ).
(ii) If conditions (2.1.14) and (2.1.15) are satisfied and

AMu)N L(S.Ku) =@, (2.2.4)

then there exists a vector I € L* such that (2.2.2) and (2.2.3) hold with p=1. A vector
r satisfying (2.2.2) and (2.2.3) with p=1 is called a normal Lagrange multiplier for
problem (P).
Conditions (2.2.1) and (2.2.2) are respectively called the nontriviality and the complemen~
tary slackness condition.
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Because of the basic nature of this theorem, we shall discuss in a formal way the main
lines of the proof.

In the derivation of optimality conditions for the solutions of nonlinear programming
problems we are faced with the basic problem of translating the characterization of the op-
timality of the solution of the problem into an operational set of rules. The way in which
this translation is carried out is by making use of conical approximations to the set of
feasible points and the set of directions in which the objective function decreases.

A vector # is called a direction of decrease of the functional J at the point Z , if there exists
a neighborhood S(i €, ) of the vector & and a number a=a(J % Z). @ > 0, such that

J(@+eu) < J(@) — eo forall e:0<e<eq forall ueS(i ). (2.2.5)

The set of all directions of decrease at @, is an open cone D (J ,#) with vertex at zero (cf.
Girsanov (1972)). t

Using the definition of the cone of admissible directions to M at # and of the sequential
tangent cone of ST} X ) at &, the local optimality property of the solution # implies the
following condition (cf. Girsanov (1972)) :

DUZINAMAL)N TS HK)L) =@, (2.26)

which states that at a (local) solution point # there cannot be a direction of decrease, that
is also an admissible direction to the set M at # and which is also a tangent direction of
the set S"HK ) at &.

The Abadie condition (2.1.14) is now used to replace (2.2.6) by a more tractable expres-
sion :

DTN AMA)N L(S.K.i)=@. (2.2.7)

This completes the conical approximation of the optimization problem, where the sets
D(J i) and A(M i) are open convex cones, and L(S.K &) is a (not necessarily open)
convex cone.

Condition (2.2.7) is not yet an operational rule. Thereto a further translation is necessary.
In particular, the Dubovitskii-Milyutin lemma may be invoked, which is essentially a
separating hyperplane theorem. It states that (Girsanov (1972), Lemma 5.11) :

if and only if there exist linear functionals ui€ K}, not all zero, such that

uy Fup.... Uyt 41 = O. (2.2.8)

Condition (2.2.3) is a translation of (2.2.8). In this translation, the Farkas condition
(2.1.15) is used to establish a characterization of L (§.X,%Z)", which implies the properties
(222) of I".

+ We note that strictly speaking, the cone D J .z ) is only an open cone when the empty set is defined
to be an open cone.

18



Nonlinear programming in Banach spaces

We now consider the implication that if (2.1.16) holds then the optimality of # implies
the existence of nontrivial Lagrange multipliers. The Nonsingularity condition (2.1.16)
deals with the convex cone R(S' (& ))+C (X ,S(%)). Because this set is not dense in L, the
origin of L is not an interior point of the set and hence (cf. Luenberger (1969), p.133,
Theorem 2) there is a closed hyperplane H containing O, such that the cone
R(S' (£ ))+C (K .S(&)) lies on one side of H. The element " € L* which defines such an
hyperplane, satisfies (2.2.1) - (2.2.3) with p=0.

The second part of Theorem 2.10 is proved by reversing the proof of the implication that
(2.1.14) and (2.1.15) together imply the existence of nontrivial multipliers with $=0. It
can be shown that under the hypotheses of Theorem 2.10, assuming p= 0 yields always
"=0, and thus the pair (p.0") is not a pair of nontrivial Lagrange multipliers. Hence of
any pair of nontrivial Lagrange multipliers the number p cannot be zero.

It is of interest to investigate the role of the constant p. which is called the regularity
constant. First, consider the case p=0 (pathological case). In this case the nontriviality
condition (2.2.1) implies {" # 0, which leaves us with a set of equations (2.2.2) - (2.2.3)
involving only the constraints, and not the object functional of the specific problem. If
p>0, we may set p= 1, because of the homogenity of (2.2.2) - (2.2.3). Clearly in this case
equations (2.2.2) and (2.2.3) involve the object functional of the problem. Much research
has been devoted to conditions which imply p>0. These conditions, which generally in-
volve only the constraints of the problem, are usually called constraint gualifications.

In view of its structure, the set of equations (2.2.1) - (2.2.3) is called a pudtiplier rule. A
constraint qualification restricts the multiplier rule as additional conditions are imposed on
the problem. These conditions may exclude solutions to problems which admit a nonzero
multiplier p. There are also situations in which a constraint qualification may be difficult
to validate, whereas the nontriviality condition may be used to establish the case p >0.
Following this reasoning we are led to the definition of two types of multiplier rules,
intrinsic multiplier rules (p2 0) and restricted multiplier rules (5 >0) (cf. Pourciau (1980),
(1983)). In our terminology, part (i) of Theorem 2.10 is an intrinsic multiplier rule,
which becomes a restricted one if the conditions stated in part (ii) are added.

Necessary conditions for optimality for solutions to problem (EIP) may be derived from
the optimality conditions for problem (2,). presented in Theorem 2.10. To obtain these
conditions for problem (EIP) we first make an intermediate step and consider the con-
straint operator of problem (P,) § :U — L, split upas S = (§,.52): L = L;XL,, such
that $;:U — L,; S,:U = L,

The operator S, is taken to represent the equality constraints, i.e.
S 1(12) € {0}

The operator S, represents inequality constraints, i.e.
S,(&) € Ky,

where K, is a closed convex cone having nonempty interior. Taking X := {0}XK, in
Theorem 2.10 leads directly to the following result :
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Lemma 2.11: Let # be a local solution to problem (P), and L = LiXLj,, S = ($1.57),

(i) If int K,#=@ and R(S;'(&)) is not a proper dense subspace of L, then there exist
nontrivial Lagrange multipliers for problem (Py)at u .

() If
R(S,@)) = L,. (2.2.9)
{S'2(@ u : $'1(@ =0} N int C(X.S(0)) = @, (2.2.10)
and '
AMA)N LS.KiL) = @, ' (2.2.11)

then, a normal Lagrange multiplier exist for problem (Py)at .
For a proof see Kurcyusz (1976), Theorem 4.4 and Corollary 4.2.

Using this result we are led to the following multiplier rule for problem (EIP), which has
the form of an abstract minimum principle (cf. Neustadt (1969)).

Theorem 2.12: Let x be a solution to problem (EIP).

W If
R(h'(x)) = closed, (2.2.12)
then, there exist a real number p,an 3 €¢Y", 2" €Z", such that :
.5.27) = (0.0.0), (2.2.13)
pZ0, (2.2.14)
<3".g(£)> =0, (2.2.15)
<$5°.y> 2 0 fordl yeB, (2.2.16)
BFGE) =35 3'G) = 2 RGN x—%) 2 0 forall xeA. (2.2.17)

(ii) The multiplier p is not zero, when

R(E() = Z. (2.2.18)
and, in addition, there is some x € int A, such that

R'(EXx—%)= 0, (2.2.19)
and

g(x)+ g'(x)x—x) ¢ int B. (2.2.20)

Proof : Let U=X.M=A,L,=Z,L,=Y,K,=B.S;=h,S5,=3.

Consider first part (i). By definition of problem (EIP), the cone K, has nonempty interior.
By Lemma 2.11, there exist nontrivial Lagrange multipliers, when R(S;'(&)) is not a prop-
er dense subspace of L;. We shall show that this is the case, whenever this set is closed.
Thereto we consider two cases : R(S;'(#Z))=L, and R(S,'(@ ) L;. In the first case the
condition is satisfied, because the subspace is not proper. In the second case the condition is
satisfied because the subspace cannot be dense in L, i.e.
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R(S'@)) = R(§@)) = L,

This proves the existence of Lagrange multipliers., or equivalently the conditions (2.2.1) -
(2.2.3) of Theorem 2.10. In order to translate these into the conditions (2.2.13) - (2.2.17)
we identify I" =(£",7"). Now consider the relations (2.2.2)

"¢ k" and <I,S@)>=0.
In the present situation the dual cone of K is :

K ={(4",2)e(¥' xZ2'): <z",0> 2 0, <y’,y> 2 0 fordl yeB}.
which reduces trivially to :

K' ={(3".2)e(¥Y ' XZ'): <y"',y> 2 0 forall yeB}.

The relation (2.2.2) thus transiates directly into (2.2.15) and (2.2.16). To derive (2.2.17)
recall condition (2.2.3) :

pr@)—s @yl e AMAY.
The set A(M ,u) is equal with AMAIY . if M has nonempty interior (cf. Girsanov
(1972), Lemma 5.3). Now (2.2.3) becomes :
<pr@)— S @Y u>2 0 forall ueAM ),
which, by definition of the adjoint operator, is equivalent to :
<pr@)—IUSE)u>> 0 foral ueAM D).
Identification of the various terms in the terminology of problem (EIP) yields :
BF(E) =3 8 (F)~ 5" h'(Z)IF 2 0 forall $cA(AZ). (2.2.21)

Here A (A4 X)) is the cone of admissible directions of a convex set with nonempty interior
and hence (cf. Girsanov (1972)) :

AA )= {ANx—%):xeint A X2 0}
The closure of this set contains the set :
Nx—%):xeA X220}

Taking elements x =x —% in (2.2.21) yields (2.2.17).

Now consider part (ii). Condition (2.2.18) is a direct translation of condition (2.2.9) of
Lemma 2.11. Restating (2.2.10) in terms of problem (EIP), we obtain :

ZEXNGEEN) N int C(B, G (X)) = @,

which is equivalent to (cf. Kurcyusz (1976), eq.(33); Zowe (1978), Theorem 3.2; Zowe
(1980)) :

TeX :h'(E)x = 0N g(E)4g(£)x € int B. (2.2.22)
Now consider (2.2.11) :
AWML N L(S.Ku) = @,

which becomes in terms of problem (EIP) :
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FeA(AR): A (E)x = 0N g(R)+3'(E)x € B. (2.2.23)

Clearly, (2.2.19) - (2.2.20) are a sufficient condition under which both (2.2.22) and
(2.2.23) hold. It should be noted that instead of part (ii) of Theorem 2.12 a somewhat
stronger theorem could be stated. This would however yield also a more complicated state-
ment.

]

2.3. Second order optimality conditions in Banach space.

In the previous section we considered optimality conditions of first order, i.e. only the first
Fréchet derivatives of the mappings involved in the definition of the optimization problem
considered, were taken into account. In this section we shall consider optimality condi-
tions of second order, i.e. the second Fréchet derivatives of the mappings will also be used
for the derivation of optimality conditions.

The notion of second Frechet derivatives is somewhat more complicated than that of first
Fréchet derivatives. Consider for instance the mapping J : U = R of problem (P)). Its first
Frechet derivative at u €U is denoted J' (v ) and its Frechet differential, denoted 87, is

8J(u:8u)=J (w)bu = <J' (w)du> foral Sucel. (2.3.1)

Equation (2.3.1) reveals that J'(u ) can be interpreted as an element of the dual space U".
Using this interpretation we obtain :

JO:Uu-U. (2.3.2)
It is this interpretation that is used to define the second Frechet derivative of J, i.e. the
second Fréchet derivative of J is the first Frechet derivative of the mapping J' ().
The second Fréchet differential of J at u, denoted 8§27, becomes :

827 (u; 8uq, Suy) = J' (u X 8u)(duy)

= <J"(u)8uy, 8uy> for all Suydujyel. (2.3.3)

The form (2.3.3) leads to two different interpretations of J'"' (1), i.e.

J'@)):U - U, (2.34)
and

J'@))O):U XU - R (2.3.5)

The interpretation of (2.3.4) is the interpretation of J" (¢ ) as a linear mapping from the
space U into its dual, whereas the interpretation (2.3.5) is a bilinear mapping from the
productspace U XU to the space R. Using (2.3.4) concepts like invertibility of J" (z ) can
be defined, whereas (2.3.5) may be used to define concepts like positive definiteness.

Thusfar we have considered a real valued mapping J, i.e. J :U — R. The interpretation
of the second Frechet derivative of S : U — L is even more complicated. For our purposes,
however, it suffices to consider only Frechet derivatives of mappings of the form

UsSw)= <1*,5w)>, (2.3.6)

where {” is a bounded linear functional on the space L, so that
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'sS¢):U - R, (23.7)

is a real valued mapping.

We now return to the subject of optimality conditions for problem ().

The purpose of considering second order optimality conditions, is to augment the set of
first order conditions in some way. This leads quite naturally to the investigation of direc-
tions which satisfy the first order optimality conditions.

To simplify such an investigation, we use a somewhat more tractable form than (2.2.1) -
(2.2.3) for the optimality conditions by assuming :

p >0, , (2.3.8)
M=Uie AMMLY = {0} (2.3.9)

The reason for (2.3.8) is obvious, p= 0 corresponds to pathological types of problems. in-
volving only the constraints of the problem. The reason for (2.3.9) is that this leads to a
suprisingly simple form of the set of directions which satisfy (2.2.1) - (2.2.3). For the
closed convex cone K C L and the bounded linear functional [* on L, the set

KKI') = Kn{leL :<I"1l> = 0}. . (2.3.10)

is defined. We note that when X is a closed convex cone, then K (X .I') is also a closed
convex cone.

Lemma 2.13: In the terminology of problem (P;) with M=U, when I is a normal
Lagrange multiplier for problem (P,) at @ (cf. Theorem 2.10, part(ii)}, then the linearizing
cone of STHK (K IMati,ie.

L(S.K(K.QDa8), (2.3.11)

contains all directions 8u such that

J(@)su = 0, (2.3.12)
S@)+ S @¥u € K, (2.3.13)
<i*,S@)+ S @WPu> = 0. (2.3.14)

Proof : Using Definition 2.8 the inclusion 8ue L (S K (X 1").4) is equivalent to
§'(@)8u € CK(KI)SEN. (2.3.15)

Because K is a cone with vertex at zero, K (K ,i") is also a cone with vertex at zero. Using
(2.1.11), (2.3.15) becomes :

MeR* AS@) + 5 @)u € K(K.I). (2.3.16)
Because ' is a normal Lagrange multiplier, the following relations hold :

S@ekx < S@)>=o, (2.3.17)

IF@-Tsa@) =o. (2.3.18)

Combination of (2.3.16), (2.3.17) and the fact that X is a cone gives :
S'@Wu € K and <I',§@Wou> =0, (2.3.19)
which proves (2.3.13) and (2.3.14).
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(2.3.18) is equivalent to :
T (@)u =15 @)du.

Combination with (2.3.19) gives (2.3.12).
]

I . e e .
The interpretation of the set X (X .I' ) leads us to consider the minimization of the Lagran-
gian

L@,l™) == J)=1US). (2.3.20)
at1’=1", over the set K (K '), ie.
Su)e K(K D). (2.3.21)

Following the same path as in the previous section, we may derive optimality conditions
for the minimization problem corresponding to (2.3.20) - (2.3.21).

As a result of the nonlinearity of the constraint (2.3.21), this derivation involves also a
Abadie-type of constraint qualification, which becomes :

LS KKI)E) = TS U K&K IDG). (2.3.22)

Obviously, the first order optimality conditions for this minimization problem will not
yield more information about properties of the solution of problem (2P;), than the first
order optimality conditions for problem (P;), stated in the previous section. The first ord-
er optimality conditions do show however, that the Lagrange multiplier corresponding to
constraint (2.3.21) is zero and hence the minimization of the Lagrangian (2.3.20) seems
not to be restricted by the constraint (2.3.21). This leads quite naturally to the considera-
tion of the second Fréchet derivative of the Lagrangian (2.3.20) on the set K (X .[°). In
the following theorem second order necessary conditions for optimality for problem (P;)
with M =U are summarized.

Theorem 2.14 : Let & be a (local) solution to problem (P1) with M=U and let " be a nor-
mal Lagrange multiplier for problem (P) with M=U. If condition (2.3.22) is satisfied at
@I ), then

L@, T )(8u)u) 2 0 forall SueL(S.K(K.D)L). # (2.3.23)

For a proof of this theorem we refer to Hestenes (1975) (see also Maurer et al. (1979)).
Note that a more explicit form of the variations 8u in (2.3.23) is given in Lemma 2.13.

Using the interpretation of the second Fréchet derivative of the Lagrangian as a bilinear
mapping, we see that (2.3.23) states that the second Fréchet derivative of the Lagrangian is
positive semi-definite on L (S .K (X °)4), i on the subspace spanned by the linearized
constraints at & .

Theorems 2.10 and 2.14 are involved with necessary conditions for optimality for solutions
to problem (2,), i.e. they are of the form

"If @ is a (local) solution to problem (P1), then 'certain conditions’ must hold."

1 The,first and second Fréchet derivatives of the Lagrangian L with respect to the argument ¥ and for
fived [ are denoted L' and L"
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In other words, the (local) optimality property of a solution implies certain conditions. As
a consequence of this, we are not sure whether a point %, which satisfies the necessary con-
ditions for optimality is, or is not, a solution to problem (2,).

This question leads us to the consideration of conditions for which the implication above is
reversed, i.e. conditions which imply optimality. The general form of these conditions is :

"If certain conditions’ hold at 4 , then i is a local solution to problem (P)."
These conditions are referred to as sufficient conditions for optimality.

The ideal situation would be that the conditions of Theorems 2.10 and 2.14, which are
necessary for optimality are also sufficient for optimality. However, this is only true for
special cases of problem (2;) and not for the general (nonlinear) problem (P ).

Sufficient conditions for optimality which are of practical importance involve the second
Fréchet derivatives of the mappings involved in the definition of problem (P).

The derivation of second order sufficient conditions for optimality in the case of infinite-
dimensional space U, turns out to be quite complicated. However, the result, which is
stated in the theorem below, has a relatively simple connection with the second order
necessary conditions for optimality.

Theorem 2.15: Let % be a point for which S(@) € K is satisfied and " be a normal
Lagrange multiplier for problem (P;) with M=U at the point i&. Suppose that condition
(2.2.14) is satisfied and that there are a 8 >0 and a B> 0 such that

LG, 0 )(8u)Bu) = 81sull? for all SuelhelU :S@)+S @heK A
(S @)+S @)Hn )L BlRIY, (2.3.24)

then tis a local solution to problem (Py) with M=U .
For a proof of this result the reader should consult Maurer et al. (1979).

A comparison of the condition of Theorems 2.14 and 2.15 reveals that the sufficient condi-
tions are a strengthened form of the full set of necessary conditions. A formal interpreta-
tion of Theorem 2.15 is that the second Frechet derivative of the Lagrangian (2.3.20) must
be sufficiently positive definite on a slightly enlarged constiraint set.

We note that for finite-dimensional U the condition of Theorem 2.15 may be strengthened
10 :
"The second Frechet derivative of the Lagrangian must be positive definite on
L(S.K(K )"
i.e. the 2 sign in (2.3.23) is replaced by > (cf. Maurer et al. (1979), Lemma 5.7 ).
As in the previous section, we are interested in deriving optimality conditions for problem
(EIP), which is essentially a special case of problem (P;). Therefore we shall apply the
results of Theorems 2.14 and 2.15 to this case. Both theorems deal with the case that the

constraint set M equals U. Correspondingly, we shall consider problem (EIP) with
A=X.
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The theorem below is a direct consequence of Lemma 2.3 and Theorems 2.14 and 2.15. We
note that the Lagrangian for problem (EIP) becomes

L(x,y".2") i= fx)—y'g(x)— 2" h(x). (2.3.25)

Theorem 2.16 :

(i) Let x be a local solution to problem (EIP) with A =X, for which both part (i) and (ii)
of Theorem 2.12 hold with 3" and z* . If

Rg'x)N =Y, (2.3.26)
then
L'(£,5",2" X8xX8x) 2 0 forall 8xefXeX :g(£)+g(x)5eB
ANR(EIE=0A 5" (§(2)+3'(£)F)=0). (2.3.27)
(ii) Conversely,if
R(A'(E)) = Z, (2.3.28)
and
FeX (h'(£)=0A g(R)+§'(X)Xeint B, (2.3.29)
and X satisfies
g(x)e B, (2.3.30)
R(Z)= 0, (2.3.31)
and there exist multipliers 3  and 3* satisfying
<3,y> 2 0 fordl yeB, (2.3.32)
<3 .g(£)> =0, (2.3.33)
L'E#.5.8)=0, (2.3.34)

and there are a § >0 and a B > 0 such that
L"(£,5°,2" )8xX8x) 2 818x11? forall Sxe{xeX : g(£)+5(£)xeB
AR(EIE=0A (3 ()45 '(E)FISBlxl}, (2.3.35)
then x is a local solution to problem (EIP).

A proof of this theorem is omitted because it follows in all but one aspect directly from
Lemma 2.13 and Theorems 2.14 and 2.15. The only aspect which requires some explana-
tion is the constraint qualification (2.3.26). This is a result of the constraint qualification
(2.3.22) in Theorem 2.14. One may easily verify that the cone X (X .°) has no interior
when {" 0. A sufficient condition for (2.3.22) to hold in this case is (2.3.26). We note
that it is possible to state a less explicit, but stronger result. For our purposes however,
(2.3.26) suffices.
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Optimal control problems with state inequality constraints

3. Optimal control problems with state inequality constraints,

3.1. Statement and discussion of the problem.

In this thesis, the following type of State Constrained Optimal Control Problem (SCOCP)
will be considered :

Problem (SCOCP) : Determine a control function ue€L[0,T1", a state trajectory
X €W, [0TT and a final time T >0, which minimize the functional

T
hox O + [ folx(@u@)e) dt + golx (T)T), : (3.1.1)
0 .

subject to the constraints :

@)= fle(@dult)t) ae. 05t<T, (3.1.2)
D(x(0)) = 0, (3.1.3)
Ex(T)T)=0, (3.14)
u(t)e U ae. 0StST (3.1.5)
Six@)u@))< 0 ae. 0St<T (3.16)
Sxx(®)r) €0 0€<t<T (3.1.7)
where : ho:R"—R; fo:R*"XR"XR-R"; go:R"XR—-R; D:R"-R°;

f i R"XR"XR—-R"; E:R"XR-R7; S;: R*XR"XR—R"'; S,: R" xR - R"?;
UCR™, is a convex set with nonempty interior.

Forallxe R" ue R™ rank Sy, (x ut)=k, ae. 05:<TF (3.1.8)

The functions hy, fo. go, f , D, E S, and S, are twice continuously differentiable functions
‘with respect to all arguments.

Wielorl = { x is an absolute continuous n-vector function on [0.T]
with X € L [0,T]" }.

A motivation for problem (SCOCP) is given in the discussion below.

We assume that the dynamic behaviour of the system to be controlled, can be described by
a set of ordinary differential equations of the form :

@)= fx@lu@)e) foral 05:<T, (3.1.9)

where x is an n-vector function on [0,7] called the state varigble and v is an m-vector
function on [0.7'] called the control variable.

We are interested in problems where the system is to be controlled from an initial state x
at time £ =0, i.e.

¥ This condition may be weakened to a more complicated condition, which involves only the gradients of
the components of S on intervals where these components are active, i.e. where these components are
zero on an interval, along a solution trajectory.
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x(0) = x,, (3.1.10)

over an interval [0,7]. The number T is used to denote the final time. We shall assume
that T is finite, which means that we are interested in problems with finite time horizon.

One of the more difficult technical details of the statement of the problem are the condi-
tions that the control function » : [0.7]— R™ must satisfy. In view of the fact that we
want to identify the optimal control problem as a specialization of the abstract nonlinear
programming problem (EIP), it is desirable to identify u as a vector in a function space.
Because u governs the state variable via the right hand side of the set of differential equa-
tions (3.1.9), » must be at least integrable (in the sense of Lebesgue) on [0.7]. A sufficient
condition for this is that ¥ is measurable and essentially bounded on [0,7] (see e.g. Kol-
mogorov et al. (1961) or Rudin (1976)).

Therefore it is possible to identify u as an element of the space of m-vector functions
which are measurable and essentially bounded on [0,T], which is denoted by L [0,7]7.

We note that the space L[0,7]" is particular well suited for the statement of optimal
control problems, which are to be identified as specializations of abstract nonlinear pro-
gramming problems in Banach space with Frechet differentiable mappings. This is due to
the fact that when more general control functions would be allowed, either the space of
control functions is not a Banach space or the mappings involved are not Frechet
differentiable. When the type of control functions would be restricted further, it is possi-
ble to identify the optimal control problem as a specialization of problem (EIP) only in the
case that the control is assumed to be a continuous function on [0.T]. Simple examples ex-
ist that show that controls which are solutions to the rather general type of optimal con-
trol problems that we want to consider, can be discontinuous.

As a result of the smoothness assumptions on the function f , we have
FGOul))e Lolorr,

whenever u € L,[0,7]" and x is a continuous function on [0,7]. Because elements of
L 10,71 which differ on a set of zero Lebesgue measure are regarded as equivalent, the
differential equation (3.1.9), which is an equality relation between two vectors in L ,[0,T],
is allowed to differ on a set of zero Lebesgue measure. We note that because the
differential equation must only hold almost everywhere on [0.7], the differential equation
is interpreted as the integral equation :

x@)=xO) + [fx@ur)r)dr.
0

The state variable x can also be identified as a vector in some function space. Because x is
always a continuous function on [0.T], x can be identified as an element of the space of
continuous functions on [0.T], denoted by C[0,7]*. This space however, contains also vec-
tors that cannot be a solution to any differential equation, because there exist continuous
functions which are not the integral of their derivatives. This would complicate the appli-
cation of the results on optimality conditions, stated in Chapter 2, unnecessary (cf. Section
3.3.1). The space of absolutely continuous functions on [0.T] with measurable and
essentially bounded (first) time derivatives, denoted by W, ,,10,7F , is more suitable for our
purpose.
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As to the explicit dependence of the left hand side of (3.1.9) on the time ¢, we introduce
the following terminology. When f does not depend explicitly on ¢, the system (3.1.9) is
called autonomous and when it does nonautonomous.

A nonautonomous system may be transformed into an autonomous one by means of an
additional state variable. Let y satisfy

"y(0) =0,

y@)=1 ae. 0St<T,
then

y)=1¢ 0<t<T.

Substituting y for ¢ in (3.1.9) yields an autonomous system.

An other distinction is made between variable final time problems, i.e. T is not fixed in ad-
vance and fixed final time problems. It is possible to transform variable time problems into
fixed final time problems via a standard approach, which again requires the introduction of
an additional state variable (cf. Section 3.3.4).

From a theoretical point of view, there is no objection to the introduction of additional
state variables to transform nonautonomous and variable final time problems into auto-
nomous, fixed final time problems. However, in the numerical method to be proposed, all
state variables are treated similar and therefore an increase in the dimension of the state
vector gives an increase in numerical effort. Because there is no great dificulty in dealing
with nonautonomous and variable final time problems directly, they are included in the
formulation of problem (SCOCP).

The foregoing discussion focussed on the specification of the differential system. Now we
shall consider the specification of the object criterion, which is done by means of a func-
tional which assigns a real value to each triple (x u,T"), called the objective function. The
following forms are of common use in optimal control theory

s
[ folx @ @)e) e, (3.1.11)
0
golx (T).T), (3.1.12)
3
S Folx @) @) de + golx (T).T). (3.1.13)
0

Again from a theoretical point of view, there is no great difference between working with
either one of (3.1.11), (3.1.12) or (3.1.13), when the functions f, and g, are sufficiently
smooth. This is because an objective function of the form (3.1.11) can be transformed into
the form (3.1.12) and vice versa. From a practical point of view it does matter which form
of objective function is used, because the transformation from (3.1.11) to (3.1.12) requires
the introduction of an additional state variable, whereas the transformation from (3.1.12)
to (3.1.11) may lead to complicated expressions for the objective function. Therefore
(3.1.13) is assumed, which covers both the forms (3.1.11) and (3.1.12).

Having discussed the specification of the differential system and the objective function, we
now turn to the specification of the constraints, which restrict the solution of the optimal
control problems.
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In most optimal control problems, there are constraints on the final state of the system,
i.e. the state x(7') must satisfy certain conditions. These constraints are called terminal
point constraints. A general way of specifying these conditions, is by means of a vector
function E : R” X R — R?, with ¢ €n +1, of the form

Ex(T)T)= 0.

It is obvious that this formulation includes fixed final time and fixed final state problems.

In most cases the initial state of the system (3.1.9) is known completely and specified in
the form of (3.1.10). There are however problems, where the initial state of the system is
not specfied completely in advance. To tackle this type of problems the initial state is
specified similar to the way in which the terminal state in specified, i.e. using a vector
function D : R" = R¢, with ¢ €n such that,

D(x(0)) = 0.
Of course the specification (3.1.10) is included in this formulation. A logical extension of
(3.1.13) is now to consider an objective function of the form (3.1.1).

Beside terminal point constraints, most optimal control problems include constraints on
the control # and the state x, which must hold at all time points of the interval [0.T]. A
distinction is made between the following types of constraints :

Control constraints : ult)e U ae. 0S:t<T,
Mixed control state constraints : Sy{x(¢Ju(z)2)<0 ae. 0S:¢<T,
State constraints : S x()r)< 0 0<:<T.

In most cases, control constraints can be written as a set of inequalities and therefore this
type of constraints could also be treated as mixed control state constraints.

For example, let U = {u : 0OSu<i}. Then the constraint ueU may be replaced by
Siw)= —ul@—u) € 0.

When optimal control problems are solved analytically, this approach involves unneces-
sary effort. However, with a numerical solution of the problem, this approach is quite use-
ful, because in a numerical context we need an explicit expression for the set U/ . Therefore
an explicit dependence of the function S, on the argument x is not supposed.

A similar argumentation for the state constraints would imply that the state constiraints
are a subclass of the mixed control state constraints. For the solution of the problem how-
ever, il is essential to make the distinction between mixed control state - and state con-
straints. One might say that a distinction must be made between the explicit constraints
on the control by way of the mixed control state constraints and the implicit constraints on
the control by way of the state constraints. The explicit dependence of the function S; on
the argument u is certified by means of Assumption (3.1.8).

The functions k. fo. go. f . D, E. S; and S,, which define the optimal control problem
are called problem functions. Most optimal control problems involve problem functions
which are at least continuous with respect to their arguments. When we want to identify
the problem (SCOCP) as a specialization of the abstract nonlinear programming problem
(EIP), we need that the mappings involved in problem (EIP) are at least twice continuous-
ly Frechet differentiable. A requirement for this is that all problem functions are at least
twice continuously differentiable with respect to all their arguments (cf. Section 3.2).
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If we consider a problem with variable final time for which the control variable and the
state variable are to be identified as elements of function spaces, e.g. u€ L,[0,7]" and
x€W1,[07], then we have to deal with the technical detail that the function spaces
depend on the parameter T, i.e. on the final time. Via this dependence, the functions x and
u depend on T'. This makes the abstract formulation difficult, if not impossible. Fortunate-
ly. it is possible to transform any variable final time problem into a fixed final time prob-
lem. Using this transformation approach, optimality conditions for variable final time
problems can be derived from the optimality conditions for the transformed fixed final
time problem (cf. Section 3.3.4).

3.2. Formulation of problem (SCOCP) as a nonlinear programming problem in
Banach spaces.

This section deals with the formulation of problem (SCOCP) as an abstract nonlinear pro-
gramming problem (EIP). In this formulation, problem (SCOCP) will be treated as an op-
timal control problem with fixed final time. The optimality conditions for the case that
problem (SCOCP) has variable final time will be derived from the optimality conditions
for the case of fixed final time (cf. Section 3.3.4).

A basic choice has to be made, as to the manner in which the differential system (3.1.2) is
treated. There are two possibilities, either the control variable is considered as the only
variable of the optimal control problem, or both the control variable and the state variable
are considered as variables of the optimal control problem. In the former approach the
state variable is treated as a quantity which depends on v via (3.1.2). Following the latter
approach, (3.1.2) enters the formulation of the optimal control problem as an equality
constraint. We prefer the latter approach because, as will follow from the discussion in the
next section, it leads to a weaker constraint qualification. In addition, the approach extends
in a logical way to the numerical method which is described in Chapters 4, 5 and 6.

Thus, we consider in the formulation of problem (EIP) as variables the pair (x ,z). The
space X becomes the product space of the spaces which contain the variables x and u, i.e.

X = W lor"xL,lorl". (3.2.1)

In the formulation of problem (EIP), the assumption is made that X is a Banach space. We
shall show that with the selection of a suitable norm on X this assumption is satisfied. In
general, the space X cannot be expected 1o be a Banach space unless the spaces W, ,,[0,7T
and L[0,T7]" are both Banach spaces.

For every measurable and essentially bounded function v :[0,7]> R*, the co-norm is
defined by :

lvil, = ess sup v (@M, (3.2.2)
where |-l is the Euclidian vector norm on R" .

Equipped with the co-norm the space L[0,7)" is a Banach space.

Analogously, the space W ,[0,T1" is a Banach space when equipped with the norm
lxllye = maxllxloltls,) for all xeW, 0],

(cf. Kirsch et al. (1978), p.91-92).
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The space X is now a product of Banach spaces for which we may use the following rule
to select a norm :

"Xy and X, are Banach spaces with norms -l x| and -l x ,, the norm on X X X3

is taken as max{II~I|X1,|l~l|X2}."

With this norm, the space XXX is also a Banach space. Using this rule we obtain as
normon X :

N(x,uly = max{lxllolxltully) (3.2.3)

The formulation of the objective function of problem (EIP) follows directly from the ob-
jective function of problem (SCOCP).

T
Flea) = holx(@) + [ folx@ule)s)dt + golx(T).T). (32.4)
0

The smoothness assumptions on the problem functions kg, fo and go, together with the
fact that the norm on the space X is an co-norm, yield the following result.

Lemma 3.1: Let the functions hg, fo and g, satisfy the assumptions of problem (scocp)
and f :X = R be defined by (3.24), then the mapping f is twice Frechet differentiable at
all points (x u) of X and

T
il ) 8u) = hoy (x(008x(0) + [ (for (o 28 (2) +
0

fouCx e £ D8u()) dt + gox (x(T).TIx(T). (3.2.5)

For a proof of this lemma we refer to the proof of Lemma 1.4a, p.94 of Kirsch et al.
(1978), who prove that f is once Frechet differentiable. The second Fréchet

differentiability follows from an application of the same lemma to (3.2.5) for fixed
(8x ,8u).

The constraints (3.1.2) - (3.1.4) enter the formulation of the abstract problem as equality
constraints. This leads to the following formulation of the mapping A :

hGa) = (#O)=fxOu).) ., D&0), E(T).T)). (3.2.6)

To make the formulation of the mapping h complete, we have to identfy the range space
Z of h, which must be a Banach space. A logical choice for Z is:

Z = L[0TV XR XRY, (3.2.7)
which equipped with the norm
H(zy.z0.207 = max{lzyl Nzl Nz3ll} for all z1€ Lo [0,TT .z0e RS .z3e RY, (3.2.8)

is indeed a Banach space.

With regard to the Fréchet differentiability of % we have the following lemma :
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Lemma 3.2: Let the functions f , D and E satisfy the assumptions of problem (SCOCP)
and let the mapping h : X = Z be defined by (3.2.6), then the mapping h is twice continu-
ously Frechet differentiable for all (x u) of X and,

B w)(Ex.8u) = (85 ()—f, (x (D (), 8x (=f, Ge (D (), )8 (),

D, (x(0))8x(0) , E, (x(T).T)8x(T)). (3.2.9)

This lemma is a direct extension of Lemma 1.4b, p.94 of Kirsch et al. (1978).

In the abstract formulation, the inequality constraints of problem (SCOCP) take the form
of a required membership of a set A and a restriction of the value of a mapping ¢ to a
cone B.

The set A is used to formulate the control constraint (3.1.5) :

A = Wi lorl xA, (3.2.10)
where

A, = lueLl [0 :u(t)eU ae. 0S:<T} (3.2.11)

Because U is assumed to be a convex set with a nonempty interior, 4, is also a convex set
with a nonempty interior. ‘
The mixed control state constraints (3.1.6) and the state constraints (3.1.7) are formulat-
edas:

glxau) = (S1xu(). ). Sxx (), (3.2.12)
A logical choice for the range space ¥ is :

Y = L lorl'xclorl2. (3.2.13)

Equipped with the norm

Iy by My = maxllylelyslle} for all yie Lo yeClor] 2 (3.2.14)

To the choice of the range space Y we note that an alternative choice is
Lm[O,T]k‘XWLm[O,T ]k 2, However, the choice (3.2.13) is preferred because the space
clo,r ]k2 has a standard representation of the elements of the dual space (cf. Luenberger
(1969)). We note that unfortunately, the representation of the elements of the dual space
of L[0,T] is rather complicated and that there seems to be no suitable alternative for the
choice of the range space of the operator S;(x (-)u(-),-). This complicates the application
of the optimality conditions, stated in Chapter 2, to the state constrained optimal control
problem, as discussed in Section 3.3.2.

Lemma 3.3 : Let the functions Sy and S, satisfy the assumptions of problem (SCOCP) and
the mapping g : X Y be defined by (3.2.12), then the mapping g is twice continuously
Frechet differentiable for all (x u) of X and

'l uX8x ,8u) = (S, (x (D (), )8x ()81, (x (D (), )8u (),
8o (x (), )8x()). ) (3.2.15)

To make the abstract formulation of the inequality constraints complete, we have to speci-
fy the cone B, which in the formulation of problem (EIP), is assumed to be closed and
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convex, with O¢ B and having nonempty interior.

If we choose B to be :

B = BxB,, (3.2.16)
By = {y1€L 071 1y ;(¢)S0 ae. 0X¢<T.i=1,..k,), (3.2.17)
B, = {y,eCl0712:y,()S0 0St<T,i=1,.k,), (3.2.18)

then one can easily verify that the cone B statisfies the assumptions of problem (EIP).

This completes the formulation of the optimal control problem (SCOCP) as a specialization
of the abstract nonlinear programming problem (EIP).

3.3. First order optimality conditions for problem (SCOCP).

3.3.1. Regularity conditions for problem (SCOCP).

In view of the application of Theorem 2.12 to the optimal control problem (SCOCP) in the
formulation of Section 3.2, we consider the regularity conditions of parts (i) and (ii) of
Theorem 2.12. :

We start off by noting that throughout this chapter we shall use the following standard
result on linear ordinary differential equations (e.g. cf. Hermes et al. (1969), p.36).

Lemma 3.4 : Let A(¢) be an n Xn matrix defined on [0.T] with components a;; € L,[0,T]
{alli,j=1,..n ), then for all h € L IO,TT the ordinary differential equation

£(@)—A@)x (@)= h(t) ae. 0St<T, (3.3.1.1)
x(0) = x,, (3.3.1.2)

has exactly one solution x € W1,,[0,TY . This solution has the form
t
x@)= ®)xo+ @) [0~ sIh(s)ds  0%e<T, (33.1.3)
0

where the n Xn matrix ® is the fundamental matrix solution of (3.3.1.1), i.e. the unigue solu-
tion to the homogeneous differential equation :

D)~ A@)OE) =0, (3.3.1.4)
®(0) = I. (3.3.1.5)

We note that the solution of (3.3.1.1) that satisfies the boundary condition x (7 )= x; has
the form :

. T
x(e)= @)™ Txr — 0) [ @ HsIa(s)ds  0K:t<T. (3.3.1.6)

As a first step towards the derivation of regularity conditions for problem (SCOCP). we
consider the range of the Fréechet derivative of the mapping & : X — Z, at a solution (£ .2)
of problem (SCOCP).
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Lemma 3.5:

(i) Let the functions f, D and E satisfy the assumptions of problem (SCOCP) and let the
mapping h be defined by (3.2.6), then

R(A(E2)) = closed. (3.3.1.7)

() Ifa(x.22),

rank (D, (x (0))) = ¢, (3.3.1.8)

and
rank (E,(x(T).T)) = q. 4 (3.3.1.9)

then
R(R'(£ ) = Z. (3.3.1.10)
Proof : Using Lemma 3.4 we first prove that the range of the operator

Ri'(x2): X=-L,l0T}F. with

Ry(E2)(8x 8u) = (83 ()—f,[16x ()=, [Bu (), * (3.3.1.11)

is L [0,TT . For this purpose we consider the equation
hy(%.4)(8x 8u) = h, (3.3.1.12)

with h € L[0,T]". The range of the mapping };1' equals L [0,7]" if and only if equation
(3.3.1.12) has a solution (8x.8u)eX for every he L [0,T]. Using (3.3.1.11) equation
(3.3.1.12) is equivalent to :

8x — f,8x — f,8u = h, (3.3.1.13)
which has a solution for each he L ,[0,7]" by Lemma 3.4. (6x(0) and 8u can be set to
Zero.)

Part (i) of the Lemma follows, because the ranges of the operators D, (£ (0))(-) : X - R¢
and E, (£(T')T)() : X > R? are always closed, due to the fact that the range spaces of
these operators are finite-dimensional.

Part (ii) follows directly from (i) and the fact that (3.3.1.8) and (3.3.1.9) imply
R(D, (£(0)) = R,
R(E, (£(T').T)) = RY.

0

Part (i} of Lemma 3.5 enables the application of part (i) of Theorem 2.12 to problem
(SCOCP) without any additional regularity conditions on the problem. With regard to the
result contained in part (i), we note that this is the weaker form of the constraint
qualification we promised at the start of Section 3.2. For if we would have treated x as a
quantity dependent on u, condition (3.3.1.10) would require, beside (3.3.1.8) and
(3.3.1.9), that the linearized system

T The notation | I is used to replace (x ( ),z'i (OF ) or (£ o) )
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8% = f,6x + f,0u,

should be completely controllable on [0.7] (cf. Norris (1973)).

We note that we do not need this controllability as a result of the fact that we consider
both x and v as variables and that the differential equation was used directly as a con-
straint, instead of first transforming the differential equation into an integral equation.
‘When both x and u are used as variables, but when the differential equation would first
be transformed into an integral equation and x was considered to be an element of the
space of continuous functions, then the controllability of the linearized system would also
be required (cf. Girsanov (1972), Assumption 9.1).

The theorem below is a specialization of the constraint qualification of part (ii) of Theorem
2.12 for problem (SCOCP).

Theorem 3.6 : Let (x i) be a solution to problem (SCOCP). When
rank (D, (x(0))) = ¢, (3.3.1.14)

and

rank (E, (X (T).T)) = ¢, , (3.3.1.15)

and, in addition, there is a pair (8§x 8u) for which T

20)+8ult)e it U ae. 05t<7T, (3.3.1.16)
D, [0]8x (0) = o, (3.3.1.17)
84(t)= f,leBx )+ £t 1u) ae. 0St<T, (3.3.1.18)
E[T®x(T)= o0, (3.3.1.19)
Siltl+ 85, [ex@)+ S, But) <0 ae. 0St<T, (3.3.1.20)
Sylt]+ S, [t18x(t) < 0 0<:<7T, (3.3.1.21)

then the regularity constant p is not zero.

Proof : The hypotheses (3.3.1.14) and (3.3.1.15) imply by Lemma 3.5, (3.3.1.10). Equa-
tions (3.3.1.16) - (3.3.1.21) are counterpart to conditions (2.2.19) - (2.2.20) of part (ii) of
Theorem 2.12.

[m]

3.3.2. Representation of the Lagrange multipliers of problem (SCOCP).

In this section we shall consider the representation of the Lagrange multipliers for solu-
tions of problem (SCOCP). In the abstract formulation of problem (EIP) these multipliers
are denoted as j and 7 . In the case of problem (SCOCP) they can be expressed as ele-
ments of function spaces. The major problem we have 1o deal with is the fact that, the
elements of the dual space of L [0,7]do not admit a simple standard representation.

In establishing a formulation of problem (SCOCP) in the terminology of problem (EIP)
(cf. Section 3.2), the range spaces of the constraints, i.e. ¥ and Z were chosen to be pro-

+ We used the notation [ ] to replace E@E)E@E)t)or (2 Nt
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ducts of Banach spaces. A particular choice of the norm on the product spaces was made in
such a way as to make the product spaces Banach spaces too. In this case the representation
of linear functionals on these product spaces is induced by the components, i.e. when X
and X, are both Banach spaces and

XS = X1><X2,

then all continuous linear functionals on X; admit a representation of the form {(cf. Porter
(1966), p.299) :

<xg x> = <x71.x1> 4+ <x3,x,>,

with x] € X} and x5 € X5.

We shall now develop a representation of the Lagrange multipliers for probiem (scocp)
by considering the products <3 ,g > and <Z ,h >, where § and h are the mappings
defined in Section 3.2. Using the fact that ¥ and Z are product spaces we obtain :

<5 > = <fin Sil> + <&.8,[1>. (3.3.2.1)
<3 h>= <k, i~ flI> + <é.DEON> + <i,EGET).T)>, (3.3.2.2)

with : 1€ (Lol0,711)",

EeClor!?,

A (L lorr ),

G e(R°Y,

o e(RY .
Equations (3.3.2.1) and (3.3.2.2) admit an interpretation of (f,.X,& /i) as Lagrange
multipliers associated with a particular constraint (i.e. 7); is associated with the constraint
Sy (£ (), JeBy).
A representation of the Lagrange multipliers for problem (SCOCP) will be established,
once we have a representation for the linear functionals on the right hand side of (3.3.2.1)
and (3.3.2.2). These will be considered individually. We start with the representation of
the linear functionals which do not pose a problem as they have a standard representation.

Because R and R? are Hilbert spaces, the linear functionals on R and R? have the
form :

—-6TD(x (0)), (3.3.2.3)
S A ACIVSN ) (3.3.2.4)

<&.D(x(0)>

<p.EEZ(T)T)>

with : & € R¢,
e RY.

The dual space of C[0,I ]k2 is the space NBV[0,T ]kz,i.e. the normalized space of k,-vector
functions on [0.7] of bounded variation (c¢f. Luenberger (1969), p.113-115 ). The standard
representation of these linear functional is given by means of a Stieltjes integral, i.e.

T
<€, 5)i(),)> = = [S;(E@) Y dE@), (3.3.2.5)
0

with : £ € NBV[o.rT2
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We note that the minus signs on the right hand sides of (3.3.2.3) - (3.3.2.5) were chosen
in order to obtain the usual form of the minimum principle to be stated in the next sec-
tion.

The representation of the functionals
<Ay, S3(x (), >, (3.3.2.6)
and

<A A O=fle () D)>, (3.3.2.7)

is a more difficult problem, because the linear funcionals on L[0,T ' and Lo} are
elements of L,[0,7] and as such admit, in general, only a very complicated representation
(cf. Dunford et al. (1958), Ch. IV, Thm. 8.16).

Fortunately, by making use of the fact that 7); and X are Lagrange multipliers for problem
(SCOCP) we are able to derive a practically useful representation of the functionals
(3.3.2.6) and (3.3.2.7).

We shall first consider the representation of the functional (3.3.2.6). Here we are faced
with the difficulty that the constraint $(x ()2 (-), -)e B; represents only in part the ex-
plicit constraints on the control. The other part is represented by the constraint #€A4,,
which is a very general representation of a constraint. In order to cope with this difficulty
we shall make the following assumption :

Assumption 3.7 ¢ The set U is of the form :
U= {ueR™ :S,u)< 0},

where So: R™— R ko s a twice continuously differentiable mapping.

Assumption 3.7 merely states that the control constraints can be transformed into a set of
inequalities, i.e.

u(@)e U ae. 0S:<XT,
may be replaced by
SN0 ae. 0St<T.

Because we did not make any assumptions about the explicit dependence of S;(x u.t) on
the argument x, all explicit constraints on the control can be treated in a similar manner.
Thus, we end up with one vector function for the constraints on u,

So(u )
S‘.(x U ,Z) = Sl(x u ,t) (3328)
The solution must now satisfy the following constraint :
S x@u@)e)< 0 ae. 05:<T. (3.3.2.9)

As we already discussed in Section 3.1, we must futhermore assume that all components
of the vector function S, have an explicit dependence on the argument u.
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Assumption 3.8 : If (X @) is a solution to problem (SCOCP) and Assumption 3.7 holds,
then

rank (S, (X ()i @)(t)) = ko + k, ae. 0St<T.

Assumptions 3.7 and 3.8 enable the derivation of a representation of the linear functional
<f1s>.

Lemma 3.9: Let (X i) be a solution to problem (SCOCP) and let in addition Assumptions
3.7 and 3.8 hold, then the linear functional <,.->, whose existence is garanteed by
Theorem 2.12, has the following representation :

T .
<Hnyi> =~ [$:7yt)de forall yeLalorl™, (3.3.2.10)
0

with : 7)€ Lolorlt

Proof : Using the fact that Assumption 3.7 holds, we consider the formulation of problem
(SCOCP) with the vector function (3.3.2.8). The corresponding Lagrange multiplier is
denoted by 7. .

Using the representation of the Lagrange multipliers discussed earlier in this section, we
obtain from part (i) of Theorem 2.12 :

5}'(:? 2)8x.8u)— <N, .Sy 8x+5,8u> — <£,52x Sx> —
<A.8%—f, 8x—f,8u> — <&.D,8x(0)> —
<L.E8x(T)> =0 forall 8xeW,[0T],8uel[oT]". (3.3.2.11)
Using the representations (3.3.2.3) - (3.3.2.5) and the result of Lemma 3.1 we obtain :

<K, 8i—f 8x—f,8u> + <A, Sex 8x +5c,8u > = p(h o, 52(0) +
T T
[ Gox8x +fo,8u) dt + g0, 8x(T) )+ [8x7 ST, d€ + 67D, 8x(0) +
0 [

ATE 8x(T) forall 8xeW, [0, 8uel o). (33.2.12)
We shall consider (3.3.2.12) using variations (8x ,8u ) that satisfy :
8% = f,8x + f,8u ae. 0XtST,
8x(0) = 0.

For these variations the functional <X, 8x—f,8x —f,8u > is zero and the right hand side
of (3.3.2.12) then gives an explicit relation for the functional <%, S, 8x +S,, du >.

Next we consider the functions :
h(t)= S, [t]18x(t)+ S,[t]ldulz) ae. 0St<T. (3.3.2.13)

Clearly, he L[0T 11 because du € L ,[0,71". Assumption 3.8 ascertains that for every
heLoloT1 o1, there is at least one Su, that satisfies equation (3.3.2.13). To select for
each fixed function k€ Lo[0,7T 01 2 particular function 8u that satisfies (3.3.2.13), we

+In Assumption 3.8 we used S, to denote the partial derivative of S, with respect to .
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make use of the pseudoinverse of the matrix S, [¢]. Because the matrix S_,[z] is of full
row rank, the pseudoinverse of S, [¢] has the form :

Seult Tt = 8o [t V(S [t ]S, [t )2 ae. 0St<T. (3.3.2.14)
The variation 8u must therefore satisfy :
Bu)= S, @)— S, [t]18x()) ae. 0St<T. (3.3.2.15)
Because (8x ,8u ) satisfy the linear system, the variations (8x ) satisfy :
8% = f,8x + f,Safh — fu SeiSex 8.

Using Lemma 3.1 we can write 8x dependent on A as :
t
8x ()= () [B(s)Y,[s1 S0 [s 1R (s) ds 0<:<T. (3.3.2.16)
o

where @ is the solution of :
T~ (fy—f.838,)@=0 B(0)= I (33.2.17)
Rewriting (3.3.2.12) with (3.3.2.15) and (3.3.2.16) yields :

T 11 T
<Aeh>= [(a() [B(Ir(s)ds +c@h@) dr +eDBT) [BGIr@)dr +
0 0 0

T t
f(ilf(t)!B(s)h (s)ds VS, [t ¥d£G) forall he L lorT o™, (3.3.2.18)
o

Pfox —fou S [t 1S, )B(2)., 0Kt<T

it

where:a(z) :

B(t) == @Yy ,S.,[1, 0Lt<T
c(t) == pfouSale]h, 0<t<T
e = ﬁng +/2Ex .
Changing the order of integration (cf. Luenberger (1969), p.153-154) :
I 1t Ir T
[ [kGs)asar = [ [K(se)asar,
d ¢ ¢ 7

yields :

T T T
<Ne B> = f[( fa(s)ds +edTNBE)+c)+ fdg(s)TSZX[s]ﬁ(s)B(t)
0 t t

£ otk

h(t)dt forall hel,l0,T] (3.3.2.19)
The vector function 7, : [0.7]— R ™1 s now defined as :
T T
@) = — | [a(s)ds + [V S s1B(s) + e BT |B()
t 11
+c(z) 0<:<T. (3.3.2.20)
And hence :

40



Optimal control problems with state inequality constraints

T
<fe.h> == [HYh()d forall heLolorl o™,
¢
which proves (3.3.2.10).
N1€ L lo,7 ]k ! follows directly from inspection of the components of (3.3.2.20).
=]

The proof of this Lemma is nonconstructive in the sense that we do not obtain a simple re-
lation for 7;. only a representation. For the multiplier X, we do obtain relations from the
derivation of the representation, which follows similar lines as the proof of Lemma 3.9.
Lemma 3.10 : Ler (x ) be a solution to problem (SCOCP) and let, in addition, Assumptions
3.7 and 3.8 hold, then the linear functional <X, - >, whose existence is implied by Theorem
2.12, has the representation :

T
<k.y>= [A@Yy@)dt forall yeLolorl, (3.3.2.21)
V)

with e NBV [0,7)*, which satisfies

L1
AT = X = = [ Gfox[e WAGY £l A1) Sy, [e D ar
Ig
51
— [ad@)Y5sy,lt]  forall 01,$t,<T, (3.3.2.22)
Io
and
AMOY = — phy,[0] — 67 D, [0]. (3.3.2.23)
AT = pgoT1+ ATEIT] (3.3.2.24)

Proof : We use equation (3.3.2.12), with variations 8u=0 and the representation of
<%y -> of Lemma 3.9 :

T
<\, 8x~f,8x> = (Pho, +67 D, )8x(0) + f(ﬁf0X+ﬁ1TSlx)8x(t)dt +
)

T
foTngdf(t) + (f)gox-i-,&TEx Wx(T) foral SxeW,[0TF. (3.3.2.25)
¢

Now consider :
§x — f,dx =nh 3x(0) = 0,

which has (by Lemma 3.1) a solution for every h € L [0,TT" e
1
8x ()= @) [@(s)n(s) ds, (3.3.2.26)
6

where @ is as in Lemma 3.1.
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Using relation (3.3.2.26) in (3.3.2.25) yields :

T 1
<> = [ (for +7]S1)00) [O(s ) h(s) ds +
0 0
s t
JaEeY s, [t 10) [l h(s)ds +
o 0

T
(Bgox+A"ENST) [ ) m(t)dr forall heLoloIT.
¢
Changing the order of integration in (3.3.2.27) yields :
R r T T
<hh>= [ [Bfo+7IS1)0(s ) ds + [dE(s) Sy [510(s)
0 1 7

+ (Pgox TATENOT N®(t Y R (t) dt for all he L [0T].

Define now :

T T
AeY = | [Bfon+0]Sp)0(s ) ds + [ak(s) S5, [s10(s)

4

+ (Pgox +ATENO(T)I®(e )" 0<:<T,

(3.3.2.27)

(3.3.2.28)

(3.3.2.29)

from which (3.3.2.21) directly follows. XGNBV[O,T]” follows from an inspection of the

various components of (3.3.2.29).

We shall next prove relations (3.3.2.22) and (3.3.2.24). Relation (3.3.2.24) follows from

(3.3.2.29) for 1 =T. Now consider the product A7 @ :
dR@Y @) = dAG Y @) + XV &) de.
Because ® satisfies :
®=f0Q
equation (3.3.2.30) becomes
dAT®) = dNT® + ATf, @ ar.
Using (3.3.2.29) we obtain :

AXTO + ATf @ dt = — (Bfoe +HTS1, )00 ) dr — d £ ) S, [£ 10(2 ).

Because @ is invertible this yields :
AN = = (Bfox +ATf 1Sy, ) dt — dE(t) Sy, le),

which is equivalent to (3.3.2.22), because

LE
fd)\T = A T — N@ ) foral 05¢€2,87T.
fo

(3.3.2.30)

To prove (3.3.2.23), the whole proof should be repreated using variations 8x that satisfy :
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8i — f,8x = h 8x(T)= 0.

" In this case the variations 8x satisfy
T
8x(t) = — @(t) [@(s)n(s) ds.
r

The counterpart to (3.3.2.29) becomes

A~ ! ! -~

A = = { [(foe +7{S1)0(s) ds + [d &) S, [s]+

0 1]

(Phoy +67 D@2 )71 0S:<T,

which yields (3.3.2.23) for z = 0, because ®(0)"'=1.
O

3.3.3. Local minimum principle.

In this section, the results contained in part (i) of Theorem 2.12, will be expressed in the
formulation of problem (SCOCP).

An important role is played by the Hamiltonian, which is defined as :
Hxuw.pAit) == pfolxat) + N flx u.t). (3.3.3.1)

In the theorem below the notation [¢] is used to replace (x(¢).z¢), (x ()i (¢)z) or
E@)aE)pA@IL).

Theorem 3.11: If (£ i) is a solution to problem (SCOCP) for which Assuptions 3.7 and 3.8
hold, then there exist a real number pZ0, and vector functions Ne NBV[0o,TT,
1€ Lw[O,T]k t Ee NBV[O,T]I(2 and vectors &€ R, ue RY, not all zero, such that,

Iy

ARG = = [ (H 1+ 7@ ) 5, [eD ar
o
1
- [d€a)s, 1] forall 0St,$e,ST, (3.3.3.2)
A = — pho,[0] - 67 D, o). (3.3.3.3)
ATY = pgolr]+ ATEIT], (3.3.3.4)

H ]+ 2@ S tDw ~a(@))Z2 0 foral uelU ae. 05t<T, (3.3.3.5)

)2 0 ae. 0S:<T, (3.3.3.6)
N )S;lel=0 ae. 0X:tST i=1,.k,y, (3.33.7)
2,(:) = nondecreasing on [0.T] i=1,.k, (3.3.3.8)
gi(t) = constant on intervals where S»;{t] < 0 i=1,.k,, (3.3.3.9)

Proof : The existence of nontrivial Lagrange multipliers for problem (SCOCP) follows
from part (i) of Theorem 2.12 and Lemma 3.5.
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Using the representation of the Lagrange multipliers derived in Section 3.3.2, equation
(2.2.17) becomes :

T
PP o [018x (004 [ (fox [t 182 +fo, [t 18u) d +g0 [T 102 (7)) —
0
T,, s
SR Gi—f lelox—f, [t Bu) de + [ (Sy,[e1x+Sy, [¢16u) ar
o 0

T
+ [dB@) S5t 1x () + 67 D, [06x (0) + ATE[TPx(T)2 0
0

forall 8xeW, 0T, 2+8ucA,. (3.3.3.10)

Without loss of generality, the variations (8x ,0), (0,8u ) may be considered separately, be-
cause these variations are independent.

The variations (8x,0) were used to derive the representation of the linear functional
<Xh,-> and hence (3.3.3.2) - (3.3.3.4) follow (cf. Section 3.3.2).

The variations (0,8u ) yield :
, :
[ Bfoule R Y £,[e 141 )S 1, [t DBu dr 2 0 forall 2+8ueA,. (3.3.3.11)
]

Equation (3.3.3.11) is equivalent to (3.3.3.5), because (3.3.3.11) is a supporting functional
to the set A, at the point # (cf. Girsanov (1972), p.76-77).

Equation (2.2.16) 'yields :
T T .
<§'t,y> = - f'?h(t)}ﬁ(f)dt - fd§(t)ry2(t)> 0 forall yleBl.yzeBz.
0 0

Considering the cases where all components of the vectors y, and y, are zero except one
yields :

T
— [Au@yne)de > 0 forall yyeLaloT]
0

with y;(¢)S0 ae O0S:<7T i=1,.k,,
and

r
- fdé,-(t)yz,-(t)> 0 forall y,eCloT]
¢

with v, ()0 05t <T i=1..k,

which imply (3.3.3.6) and (3.3.3.8).
Equation:(2.2.15) yields :
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' T
<57, gGEa)= = [@@YSiltlar — [a&G)Ssit]l=o0. (3.3.3.12)
0 0

Because of (3.3.3.6) and (3.3.3.8) and the fact that S;[t]€0 ae. 05¢<T and
S,[t1€0 0<:¢< T, equations (3.3.3.7) and (3.3.3.9) follow from (3.3.3.12).
O

The result contained in Theorem 3.11 is called a local minimum principle, as a result of
equation (3.3.3.5), which implies that the function :

M1+ 5@ Y St Dw —a@e N2 0 (3.3.3.13)

is minimized almost everywhere on [0,7] with respect to the argument u over values in
the set U.

3.3.4. Minimum principle.

In this section optimality conditions for variable final time problems will be presented. At
the same time the results of the previous section will be strengthened in the sense that the
local character of the minimization of (3.3.3.13) will be replaced by a pointwise global
minimization of the so-called augemented Hamiltonian over the entire set U.

The reason that such a result is desirable is that for spike variations (i.e. variations which
are only nonzero over a small interval of time), the corresponding variation of the state
variables and the objective function will be small. Obviously. spike variations need not be
small in the co-norm. However, making the interval of time sufficiently small will make
these variations comparable to variations which are small in the co-norm, but nonzero
over a larger interval of time.

Theorem 3.12: If (£ & .T) is a solution to problem (SCOCP), for which Assumptions 3.7
and 3.8 hold, then, in addition to (3.3.3.2) - (3.3.3.9)  the following conditions hold,

s
Hlt1= — pgorlT]— AT E[T1— [(H ]+ H,G) Sy, leD dr

f
— [ Sulz]  ae 0<:<7, (3.34.1)
4

and

Hiz]l= max HOE @ pAE)) + M S,E@lur) ae 05:< 7. (334.2)

Proof : We shall only outline the main lines of the rigorous proof given by Girsanov
(1972), Lectures 13 and 14.

Girsanov considers the case that the mixed control state constraints are not present and
that the set of admissible controls U is not necessarily convex, nor is U supposed to have
an interior. There is however no great difficulty in treating the present case of mixed con-
trol state constraints following entirely the same approach.

The essence of the proof is to admit spike variations on the control in an indirect way, via
a variable time transformation.

+ In these conditions the final time 7' must be replaced by 7.
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This transformation has the following form :

t(r) = [v(s)ds o0<r<1, (3.34.3)
0

t(1) =T, (3.3.4.4)

vir) 20 ae. 0S7<1. (3.34.5)

The inverse of this transformation is defined as :
7() = infirel0.1):t(s)=1 }. (3.34.6)

Using this transformation, problem (SCOCP) is transformed to an optimization problem
involving the functions x (7). u{7) and v (7)., which are functions of the artificial time
variable 7. In this transformed problem the function v (7) is considered as an additional
control variable on [0,1], which is to satisfy the control constraint (3.3.4.5).

In a formal notation the transformed problem is :

1
Minimize ho(x(0)) + [folxa,y (1) d 1 + gola (1)y (1), (3.34.7)
X u.y.v o B
subject to :

3—’; = () (x u.y) ae. 0S7<1, (3.3.4.8)
dy _

ar v(r) ae. 0STX1, (3.34.9)
D) =0, (3.34.10)
y(0) = 0, (3.34.11)
E(DyA)=o0, (3.34.12)
u@)eU ' ae. 05751, (3.34.13)
vir) 2 0 ae. 0S7<1, (3.34.14)
Sixuyw(@)< 0 ae. 0S7€ (3.34.15)
Sxxy)< O 0€7< (3.34.16)

As a result of the variable time transformation, the transformed problem is autonomous
although the original problem can be nonautonomous.

If v(7) is considered to be a fixed positive function on [0,1], then problems (SCOCP) and
(3.3.4.7) - (3.3.4.16) are equivalent. If v(7) is zero over an interval, the state variables x
and y will be constant on this interval. On such an interval the value of the control func-
tion does not affect the value of the objective function, nor does it involve other con-
straints than ue€lU/. Following a similar reasoning for the case that v{7) is considered to
be a variable in the problem (3.3.4.7) - (3.3.4.16), the following result is obtained :
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"If (R()2(t)) is a solution to problem (SCOCP), then for any function v (7)
satisfying (3.3.4.3) - (3.3.4.5), the triple (x(t).4(7).v (7)) is a solution to the
transformed problem (3.34.7) - (3.34.16). The control () is allowed to have any
value satisfying u €U on intervals where v{7) is zero."

Because of the assumptions on the differentiability of the problem functions with respect
to the argument ¢ (cf. definition of problem (SCOCP)), application of the results of part
(i) of Theorem 2.12 on the transformed problem is possible.

Assumptions 3.7 and 3.8 hold for the transformed problem on intervals where v(7)>0,
whenever these assumptions hold for problem (SCOCP). (Note that the transformed
problem contains an additional control v with a constraint v 2 0 which is independent of
u.) The special form of the constraint (3.3.4.15) was chosen because we do not want to let
the constraint S1(x ..z )< O restrict the choice of the values @ (7) on intervals where v (7)
is zero. As a result of this the regularity Assumption 3.8 does not hold on these intervals,
because on these intervals the constraint vanishes completely from the optimization prob-
lem. For the representation of the Lagrange multipliers corresponding to the mixed control
state constraints this poses no problem, because these Lagrange multiplier may be assigned
an arbitrary value on intervals where v (7) vanishes (the constraints are no longer present
on these intervals) and the regularity Assumption 3.8 is only of interest on intervals
where v (7) is nonzero. The Lagrange multipliers correponding to the mixed control state
constraints are assigned the following value :

M) = mr@)d).

The application of the results of part (i) of Theorem 2.12 for variations 8x and 8u fol-
lows similar lines as the previous section. The counterpart to (3.3.3.5) for the additional
control variable v (7) becomes :

BfoZ(T)E@FEN + XY FE )& ()5 (1) + A, (1) +
MET S E@A@FENE =5 (@) 2 0 foral vZ0 ae. 0871, (334.17)

( , is the adjoint variable associated with (3.3.4.9).)

Because every v (7) which satisfies (3.3.4.3) - (3.3.4.5) is a solution to the transformed
problem, we may consider (3.3.4.17) with v (7) strictly positive on [0,1]. This implies

Br(E(MZ(T)FEN + AV FE@E(T)F () + A, (1) +
AEY S E@ A IEN =0 ae. 0€7<1. (3.34.18)

Alternatively, we may consider functions v (7) which are zero on intervals. In these cases
(3.3.4.17) implies

BrE (M)A FEN + XEV FEE)E ()5 (1) + A, () +
MY S E@EE)F(E)N 2 0 ae. on Ry, (3.34.19)

where R, denotes the set of time points for which v (7)=0.

The essence of the approach is now that on the set R, the values of #(7), which are res-
tricted to the set U, may still be chosen (they do not affect the value of the object func-
tion, nor any of the other constraints). On the set R, all other quantities are constant and
hence the choice
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a(r) = @),
yields the equality implied by (3.3.4.18). Therefore % (¢ (7)) must be a global minimum of
Bfo(E (1) 5 () + A FE (D (1)) + A7) $4(Z (1) 5 (1)),

over the set U .

Of course this reasoning is not a rigorous proof for (3.3.4.2), which should involve a prop-
er choice of the function v (7) and #(7) on Ry, that shows that (3.3.4.2) must hold almost
everywhere on [O,f’ ] and at the same time be a pointwise global minimization (cf. Girsanov
(1972) for further details).

Equation (3.3.4.1) is obtained from (3.3.4.18) following the derivation below. Here the use
of the variable time transformation (3.3.4.3) - (3.3.4.5) is further superfluous. Therefore
we set ¥ (7) constant on [0,1].

A, (@)= —Hlt]= ¢ VS le]= —Hr]  ae 05T (3.3.4.20)

Because A » is the adjoint variable corresponding 1o (3.3.4.9), it satisfies relations similar to
(3.3.32) - (3.3.3.4):

h ’ '
R — A= = [@EElnCTSLEDd — [ dE@) 5yl)

forall 0St<t,&<7T, (3.34.21)
and
A (T) = pgorlT]+ BT ECIT]. (3.3.4.22)

Taking ¢ =T and combination of (3.3.4.21) - (3.3.4.22) with (3.3.4.20) yields (3.3.4.1).
O

3.3.5. Smoothness of the multiplier £.
In this section the smoothness of the multiplier £ is considered, which is essential for the
practical application of the optimality conditions stated in the previous sections.

Because 2 is a function of bounded variation on [O,f’ 1 it has at most a countable number
of discontinuities and its derivative exists almost everywhere on [0,7 ] (cf. Royden (1963),
p.86). Hence equation (3.3.3.2) is equivalent to :

ANE) = —H 11— 1@ T Sulel— 70 Y Sy le] ae. 0St<T, (3.3.5.1)
}:(tj+)T = X(tj—)r — 97185,[t;1  at points of discontinuity of 3 {3.3.5.2)
where : N,(z) = g(t ) .
The conditions (3.3.3.8) and (3.3.3.9) of Theorem 3.11, i.e. E,- = constant if S, [t]1<0
and §; = nondecreasing on [0.T ] are equivalent to the conditions :
fue) =0 if Sxlt] <o, (3.35.3)
ﬁz,‘(t)) 0 if S2i[t] = 0, (3354)

and
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b if Syl5;l1<o0, (3.35.5)

;=0
P, 20 if Sylz;1= 0. (3.3.5.6)

J

The application of these optimality conditions is complicated by the fact that we have no
information, about the time points ¢; at which ¢ is possibly discontinuous, on intervals
where one or more of the components of S, are zero.

Before the main result of this section is stated, some terminology and some definitions are
introduced.

Let p; and [ be integers with 1€ p; €. Assume that the functions f(x u.t) and Sy (x .t)

are respectively C'- and C? functions with respect to all arguments. Define the functions
(cf. Hamilton (1972)) :

Flilxuir) = Sy(x.t) (3.35.7)
j—1 j—1
Filxuz) = i‘:.’ﬁ‘_;;’c‘_’”_'f_).f(x ut)+ Eﬁ—;t’f—"—ﬂ =120, (3.35.8)

The order of the state constraint So; is p;. if

AF, (x gugt
pi = minl g €N : Troe R A Tuge R™ A Foe R ——E—’;‘;ﬂ—‘i = 0|}

Based on this definition the functions Si; : R*XR — R for j=0,1,.p;—1 and
S5 R*XR™XR — R are defined as §4; = Fi;,for j=0,1,..p;.
Along a trajectory (x ) that satisfies the differential system (3.1.2) we have

di8y(x()e) _ |Shl=@)e) i=01,..p—1

; v (3.3.5.9)
dr’ Sox(u)e)  j=p
By definition the functions Sz;(x.t) do not depend on u explicitly and hence we have
pi2z 1 foralli=1..k, A logical extension to the definition of order of a state constraint
is, to define mixed state control constraints as state constraints of order zero.

We now introduce :

§:R*XR"XR-R"12,
N Silxup)
SCxut) = Sy(x ) (3.3.5.10)

and

§7 R"xR"xR— R,

49



Chapter 3

Sixut)

S‘Z{ (xau.t)
Se(xut) = ) (3.35.11)

Pi
S2k22 (JC ULt )

Definition 3.13 : Let (£ .i.T) be a solution to problem (SCOCP) and let
I = {tel0F]:§,E@)E@)e) =0}  i=12.kytko, (3.3.5.12)

be the set of active points of the state constraint S (x u .t ) 0. With respect to S, a subin-
terval [t 12,0 [0, t,<t,, is called a boundary interval if [t12,]C I, and an interior
interval if [t 1£2]10 I;=@. Entry-points respectively exit-points, also called junction points,
and contact points, are defined in an obvious way.

The possibilities that ¢ =0 is an entry- or contact point or ¢ = T is an exit- or contact point
are included. [¢1.,] is a boundary interval for S if [¢11] is a boundary interval for every
component S;,i=1....k1+k>.

For simplicity we shall assume two cases in the sequel, either [z 1.t .] is an interior interval
or [t1.,] is a boundary interval for S. Cases where some but not all state constraints are
active on an interval [z 1,¢,] are similar to the case that [z ,.t,] is a boundary interval for S.
In these cases all assumptions and results correspond to the case that all inactive com-
ponents of S are omitted completely.

The following regularity condition is of importance :
Assumption 3.14 : Let the function SP R"XR"XR - RY1*2 pe defined by (3.3.5.11)
and let (% &.T) be a solution to problem (SCOCP), then

rank SPE@)L@)E) = k1 +ky ae on [ZUIU - Ul s, (3.3.5.13)

The following theorem establishes the smoothness of 2 on boundary intervals :

Theorem 3.15 : Let (£ 4.7) be a solution to problem (SCOCP) for which Assumptions 3.7,
3.8 and 3.14 hold, and let fo, f and S be C7* -functions (p = max p;) with respect to all
arguments and [ 2 0. Let [£ 1. 2] be a boundary interval. Assume in addition that u(t)isa
CPH _function on [t 1.t ;] with

2() e intU forall te(tyis) {3.3.5.14}
Then the functions A and & in the ad joint equation (3.3.3.2) are C!'*1-functions on (¢ £ ).
In particular the ad joint equation

A = —HIt]l— A@ )8, [e]  £y<e <t (3.3.5.15)
holds, where )7 = () IT.ET) is a C'-function.

The proof of this theorem can be found in Maurer (1976,1979), who put the heuristic
proof of Jacobson et al. (1971) on a solid base.

The proof is done in two steps. The first step deals with the case of one state constraint
and one control. Because of (3.3.5.14) condition (3.3.3.5) becomes (k ;=0) :
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H,[t]1= 0 forall t,<t<t,.

Consideration of the (5—1)-th time derivative of H,[t] on (¢,.t5) yields the result. We
note that this approach is essentially based on the smoothness assumption made on the
control # (¢ ).

The second step deals with the general case of multiple state constraints and multiple con-
trols. The regularity Assumption 3.14 is used to apply the same techniques used in the
first step via an elimination process.

Under the hypothesis of Theorem 3.15 we may thus be sure that points of discontinuity of
the function E cannot be interior points of boundary intervals. From (3.3.5.5) we know
that these points are also not points of interior intervals. Hence points of discontinuity of
2 can only be junction or contact points. At these points equation (3.3.5.2), which is
called the 'jump’-condition, must hold.

3.3.6. Alternative formulations of the first order optimality conditions.

This section deals with some alternative formulations of the first order optimality condi-
tions. To simplify things we consider the problem (SCOCP) for the case that there are no
mixed control state constraints (k;=0), one state constraint (k,=1) and one control
{m=1). We note however, that the results of this section can be extended to more general
cases in a straightforward manner. Because the manipulations on the state constraints are
done for each boundary interval separately, we assume without loss of generality that the
set of active points of the state constraint S, consists of only one boundary interval
[£1.6,). with 0<¢,<t,<T. The order of the state constraint S5 is denoted by p.

For all i =0,1,2....p the gugmented Hamiltonian is defined as :
HxaupXifie) = pfolxat) + N flxus)+ A S0 ur) (336.1)

where the functions S5 are defined by (3.3.5.7) - (3.3.5.8).

Setting A°=X and #°=f=£, Theorems 3.11, 3.12 and 3.15 involve the augmented Hamil-
tonian for the case i = 0.

The main result of this section will be a similar statement for all i = 1,...,p. Its statement
is simplified by means of the following definitions :

L]
ot [A%r)dr = B 4)=8() 6+ SeSe,-
1
) = (3.36.2)
0 elsewhere
Bl = AN, 4)49, = EG,)—E( ). (3.36.3)
[2 ‘
[A™M) dr 6 4<tSi,— i=2..p22
1
() = (3.36.4)
0 elsewhere
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Bi = /i) i=2,.p22, (3.36.5)
and
- i, 8851 ¢ -
RO — LA )——5—Ll 0<t<T i=1..p (3.36.6)

Ji=1

NG

With these definitions the following minimum principle holds :

Theorem 3.16 : Let (£ &.T) be a solution to problem (SCOCP) with k=0, k=1 and

=1. Suppose that fo, f and S are CF -functions and that Assumption 3.14 holds. Assume
in addition that the set of active points consists of one boundary interval [t 1.22], with
O<t1<t2<T and that @ is a CP -function on (¢ 1.t ) with

2(t) e int U forall te(z .tz (3.36.7)

Let p.6 ..k and E satisfy the conditions of Theorems 3.11, 3.12 and 3.15 and let A and B
be defined by (3.3.6.2)- (3.3.6.6) fordli=1....p.

Then, for all i = 1,...p, the following relations hold :

Ay = - Hit] : ae. 05:<T, (3368)
AN = — pho,l0]— &7 D,[0], (3.3.6.9)
NEY = pgalfl+ ATEITL (3.3.6.10)
. ~, 9S4t

AN+ = NG~ - Z g ——ﬁ——[ll, (3.3.6.11)

j=1

g/ > 0 j=12,.0. (336.12)
Ae) =2 0 j=12..0 t1<t <t, (336.13)
Hi[e] = max HE @) pA@)A @)e) ae. 05t<T, (3.36.14)
] = - bgoll]= A"EIT] (3.36.15)
-‘?—‘“;T[fl = ] ae. 0St<T. (336.16)
. — 8847t

Bir,+] = HI,—] Z é [ ] (336.17)

i=1

Proof : The theorem is quite similar to Theorem 5.1 of Maurer (1979), who considered the
autonomous case with fixed final time.

The hypotheses are such that the conditions implied by Theorems 3.11, 3.12 and 3.15
hold.

Condition (3.3.6.9) and (3.3.6.10) follow directly from (3.3.3.3) and (3.3.3.4). Taking the
time derivative of (3.3.6.6) results in :

9841
Z'n ai

and definitions (3.3.6.2) and (3.3.6.4) yield :

A A d
i o 0o __
A A y

(3.36.18)
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~

A = —pi1 ji=12,.p. (3.36.19)
o asiTt asyt?
= .3.6.20
S% ryaniii e § (3.36.20)
853  8%si~t 9241 8537t a5
—a;- = 9z o1 9x? f + O -, (3.3.6.21)
984~1 92841 82841 8854 3541
4 |98477 ) _ oS 2o 952 8837 of (3.36.22)
dt 0x Ot 0x 9x? dx dx Ox
Combination of (3.3.6.18) with (3.3.6.19) and (3.3.6.22) gives :
A 4 i as4~t 883, ;88471 af
i = J -1 J LA— = .
Af =0 ,Z_:l S e | (3.3.6.23)

Using (3.3.5.1) for A ° yields (3.3.6.8).

The entry point condition (3.3.6.11) follows from the 'jump’-condition (3.3.5.2) fort =¢,,
which becomes

. N 3

ROG ) = RiGe =) — 5, S;E:’] (3.36.24)
Definitions (3.3.6.3), (3.3.6.5) and (3.3.6.6) give :

. N . 8845~z i 8847t

RiG+) = R0 ,4+) - (ﬂl—-al)—%;[—‘] Y —%x—[ll (3.36.25)

Combination of (3.3.6.24) and (3.3.6.25) give (3.3.6.11).

A similar derivation at ¢ =¢, reveals that for all i > 1, the functions A\’ are continuous at
this point.

Conditions (3.3.6.12) and (3.3.6.13) follow directly from the properties of 9° §; and 9,
and the defining equations (3.3.6.2) - (3.3.6.5).

H (@) pA @A @) = pfoEE)ut) + K0 )f (@) t) -

i A
_Z @) é [t ]f(x(t)u )+ N EISLEG@ ).
Because,
; 3557 ] ey o
BSﬁ_l[t] Sile]l— — j=tl..p—1
—fxu )= 8581t ] (3.36.26)
Sé’(f(r),u,t)-————r ji=p
we obtain
HEEupA @)A()e) = HOGE @u pACAE)L) +
i j—1
Zﬁj(t)gs—ﬁét—ﬂ for all uel. (3.36.27)
j=1

Because the second term does not depend on u, (3.3.6.14) follows directly from (3.3.4.2).
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(3.3.6.15) follows from (3.3.4.1) for ¢ =7 because 7/ ()=0 for all ;.

(3.3.6.16) and (3.3.6.17) follow from (3.3.4.1) via a derivation similar to the derivation of
(3.3.6.8) and (3.3.6.11).
]

With regard to Definition (3.3.6.4) we note that it implies :
AE,=)=0 i=2..p (3.36.28)

In essence Theorem 3.16 states a minimum principle for each fixed i€ {J,...p}. From the
Definitions (3.3.6.2) - (3.3.6.6) it is clear that the multipliers associated with the various
minimum principles for i =0,1,...p are related. Given a set of multipliers associated with a
principle for one specific i. it is possible to obtain the multipliers associated with other
minimum principles via either integration or differentiation.

Before this section is finished, we shall make some notes on related results in literature.
For i =p the minimum principle is similar to the conditions given by Bryson et al. (1963).

These conditions were derived following an indirect approach. Instead of treating the state
constraint direct, the constraint was replaced by :

Silx(@de) =0 j=01,.p—1, ) (3.36.29)
and

S8(x()u(t)t)=0 ;€¢5¢,. (3.36.30)
The conditions given by Bryson et al. however, are somewhat weaker, e.g. they involve
(3.3.6.13) only with j=p.

This fact was recognized by Jacobson et al. (1971), who were the first to derive the

minimum principle for i =0. Later Norris (1973) put the proof of Jacobson et al. on a

solid base, except for the results on the smoothness of the multiplier £. These results are

due to Maurer (1976.1979). Kreindler (1982) showed that the conditions given by Bryson

et al. can be made as strong as the minimum principle for i =0 by augmenting the set of
conditions with a number of additional conditions on the multipliers and their derivatives.

In fact this yields the minimum principle of Theorem 3.16 for the case i =p.
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3.4. Solution of some example problems.

In this section we shall give some examples that will be solved using the optimality condi-
tions of the previous sections.

3.4.1. Example 1.

1

Minimize L [u?(t)dt, (34.1.1)

x u 0

subject to : X1 = x, o< <1, (34.1.2)
X2 = u 0<r<€1, (34.1.3)
x,(0)= 0, . (34.14)
x,(0) = 0, (34.15)
(=1, (34.16)
x,(1) = 0, (34.17)
u(t) —upe €0 0Lt <. (34.18)

The problem specified by (3.4.1.1) - (3.4.1.8) is a problem with fixed final time, and fixed
initial and terminal state. The constraint (3.4.1.8) is treated as a mixed control state con-
straint. The control constraint can, in the formulation of problem (SCOCP), be handled in
two ways, i.e. by means of the set U or by the constraint function S,. We shall follow the
latter road by setting S 1= u —u ,,,. Because the problem specified by (3.4.1.1) ~ (3.4.1.8) is
a special case of problem (SCOCP), the optimality conditions of Section 3.3.3 can be ap-
plied straightforward. Because we have fixed initial and terminal states, the boundary con-
ditions (3.3.3.3) and (3.3.3.4) can be discarded as they only introduce additional multi-
pliers, whose values follow directly from the values of A(0) and A(T").

The Hamiltonian (3.3.3.1) becomes :

H(x u.p\) = %pu2 + Axp + Aou (34.1.9)

The optimality conditions of Theorem 3.11 take the following form :

)il =0 ae. 0S:<1, (3.4.1.10)
Ao=— Ry ae. 05¢<1, (34.1.11)
Bl + A+ M =0 ae. 05:<1, (34.1.12)
N 20 ae. 0Sr<1, (34.1.13)
A1l =t o) = 0 ae. 05:€1, (34.1.14)

We shall first consider the regularity of the problem. If there is an interval of nonzero
length with @ (¢ )<u,,, then p=1, because p=0 would according to (3.4.1.12) imply

Xo@) = — ().
Because, on an interval where 4 (¢ }<u,,,, we have
'ﬁl(t) = 0,

the zero solution would follow for A,(¢) and X (¢ ), and that would contradict the main
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statement of the theorem.

The situations @ (t ) <t gy and & (£ )€ u oy (i-e. equality holds on a nonzero interval), are
considered separately.

In the case that
2(t) < U 0€e€1, (34.1.15)

condition (3.4.1.14) implies

nE)=10 0L <1, (34.1.16)
substitution into (3.4.1.12) yields : ’

G@t) = — A,@) 0<¢<1. (34.1.17)
A,(¢) follows from (3.4.1.10) and (3.4.1.11) as

AM(t) = X, = constant 0<r <1, (34.1.18)

Aa(z) = A,00) — Rz 0<¢<1. " (34.1.19)

Substitution of the control (3.4.1.17) in (3.4.1.2) and (3.4.1.3) and integration using the
boundary conditions (3.4.1.4) and (3.4.1.5) yields :

Zat) = = Xp(0) + L1Aye? 0<r<1, (3.4.1.20)

£0) = — LR002+ LRp?  0<z<1. (34.1.21)
The numerical values of ):2(0) and ):1 are determined from the boundary conditions
(3.4.1.6) and (3.4.1.7) :

22(0) = — 6, (34.1.22)

A= 12 (34.1.23)

This solution is only a candidate for the solution if ©,.,>6. i.e. in the situation that the
control constraint is not active at any time point (cf. Figure 3.1).

In the case that u,,,<6, the situation is a little more complicated. Based on the uncon-
strained solution we may guess that the constraint is active over an interval [0.z,] and
inactive over the interval (¢,,1].

Conditions (3.4.1.10) - (3.4.1.14) imply in this case :

R U pax 0Lt <,
) = Aot )= 1t e 0 <ty
M) =], £ <t<1 (3.4.1.25)

Substitution of the control (3.4.1.24) in (3.4.1.2) and (3.4.1.3) and integration using the
boundary conditions (3.4.1.4) and (3.4.1.5) yields :

U sl 0t <ty

Ut =R (O =t DEIN(2=22) 1y <e <1 (3:4.1.26)

xz(t) =
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%u,m,,t2 <<,
£1308) = |2t part F+ Wt 1A ,(0) -1 Nt 2)e—2,)— (34.1.27)
%)\2(0)(12——t12)+é_)\1(t3-—tf’) t<t<1

The boundary conditions (3.4.1.6) and (3.4.1.7) are satisfied when 2,(0) and A, are :

R, = “1(21‘”_6t”3;x‘ 1 (3.4.1.28)
2,00) = —6(1“’)?‘1‘:"_":':)‘3(“2””4). (3.4.1.29)
Combination of (3.4.1.25) and (3.4.1.24) with (3.4.1.13) yields
MZ0 0<: <ty (3.4.1.30)
and (3.4.1.14)
() € Uy t,<t<1, {34.1.31)
results in the condition
Ao(t) € = U 0<¢<1,, (34.1.32)
and
Ao(t) 2 = £<t< 1. (34.1.33)
. 6
i@ > 6
Upax=4
0

11—t

Solution of Example 1 for u,,,,>6 and u 5= 4.
R Figure 3.1
Because A, must be continuous on [0,1] as a result of the fact that there are no state con-
straints of order higher than zero, we must have

X2("‘ l) = = Upax» (34134)
and hence
ﬁ(t l+) = U paxr (34135)

i.e. the control must also be continuous at ¢t =t¢;.
With (3.4.1.18), (3.4.1.28) and (3.4.1.29), equation (3.4.1.35) may be solved for z; :
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6

u max

t=1 - 1. (3.4.1.36)

For 2<u,,,,<6 we have 0<t;<1. For u,,,<2 the problem has no solution because there
is no feasible control for which the boundary conditions (3.4.1.6) and (3.4.1.7) can be
satisfied. In Figure 3.1 the optimal control & (¢ ) is presented for two values of u .

An alternative method for the determination of the time point ¢, is to use condition

(3.3.4.1), which states for this autonomous problem that the Hamiltonian must be con-
stant on [0,1] and hence

Hlz +]1= Hlz -] , (34.1.37)

A simple derivation shows that this conditions implies that the control must be continu-
ous at £ =¢ and hence the same result follows.

3.4.2. Example 2

1

Minimize L [u?(2)adt, (34.2.1)

xu i}

subject to : Xy = X, o< <1, (34.1.2)
X, =u 0<e <1, (34.2.3)
x1(0) = 0, (34.24)
x2(0) = 0, (34.2.5)
x,(1) =1, (34.26)
x,(1) = 0, (34.2.7)
xo(t) — Xopar £ 0 0<<1. (34.2.8)

This problem is similar to the problem of Example 1, except for the constraint (3.4.2.8),
which is now a state constraint of first order.

The optimality conditions of Theorem 3.11 combined with the smoothness results of Sec-
tion 3.3.5 take the following form :

A=0 ae. 0€¢X1, (34.2.9)
Aa=— A= ae. 05:<1, (3.4.2.10)
Pu+i,=0 ae. 05151, (34.2.11)
N2 0 ae. 05151, (34.2.12)
No(Xa—X2max ) = O ae. 0S:<1, (34.2.13)
Xz(t,» +)= ):(t,-——)—-v,« at junction or contact points t;, (34.2.14)
v; 2 0 at junction or contact points t; . (34.2.15)

We note that the hypotheses of Theorem 3.16 are fullfilled because on boundary intervals
the control # (¢ ) is zero and hence at least once differentiable with respect to ¢ .

As with Example 1, a simple derivation shows that if there is an interval of nonzero
length on Which X< X 3 e, then the regularity constant  must be nonzero.
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The unconstirained solution of the problem, i.e. if X,(¢f })<x, 4 is identical with the one
derived in the previous section. The state variable %, corresponding to this solution is

given in Figure 3.2.
1.5T

x 2([ )"

101 /

!
1
'
'
I
'
i
i

. X 2 man >1.5

X 2.mav = 1.25

~

L

N

Solution of Example 2 for x 3,44, > 1.5 and x5 0y = 1.25.

Figure 3.2

For x3m0 <1.5 the solution, if it exists, will be constrained by the state constraint

(3.4.2.8).

Considering this case we assume that the set of active points of the state constraint
(3.4.2.8), consists of one interval [z ,.t.], with 0<z,<z,<1.

The functions S{ defined by (3.3.5.7) and (3.3.5.8) are :

SO =
5 =

X2 ™ X2 s

Svl =u,

and hence the constraint is of first order.

On the interval [z 1.t 5] the control is determined by

Se(xu)= 0,

which yields in the present case

uz) =0 01€:<1,,
and hence
X)) =0 1, €€,

combination with (3.4.2.10) vields :

ﬁz([) =’_;\1 t1<l$t2.

Using (3.4.2.10), (3.4.2.14) and (3.4.2.19) we obtain

i;l+}:1(t 1t )
Ao(t) =

<

—ﬁz_xl(t — 2)

With (3.4.2.11) the control becomes :

0<r <t,
1<t <t,
t,<r <1

(34.2.16)
(34.2.17)

(34.2.18)

(34.2.19)

(3.4.2.20)

(34.2.21)
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u(t) =

Using the boundary conditions (3.4.2.4) and (3.4.2.5) integration yields :

x1()

xz(l)

-al—x,(:l—r) 0 <1,
0 1<t <t,
V2+}\1([“'[2) lz<t< 1

_I))][—Al("‘%tz'{‘tﬂ) O<t<t1
X 2, max IISZSIZ
X2 max F0200 —15)+ 3 N2 —,)0? 1,5t €1
- ﬁlt2~)\1(—%t3+.§.t1t2) ‘ 0<<t,
=10 =M P tx g (1 —2) t,€t <z,

1
7
1
2
15 2% 1,3
A 218 et

sVt M?ll
x

3 gy (8 =2 )+ 5L (z—t2)2+):1_61.(t—-22)3 t,<r <1

¥

(34.2.23)

(34.2.24)

The multipliers #,, §, and A, follow from the boundary conditions (3.4.2.6) (3.4.2.7) and
the condition that the state variable x, is continuous at the point 7.

Ay

-12

1-71,' X 2,max (1_—t 1+t2)
t 13 +(1—1 2)3

Y2
X 2 max -1 )\ltl

—_— 2

B

\ 2
X 2 max _'3_,— >\l(1_[ 2)

(1=t 2)

The time points 7, and ¢, may be determined as follows

x(t) € x3,0 O0SrSrA1,€181,

and
v, ?O.
v, 20
NAz) 2 0 t1St<t,.

Consider the state variable x, on [0z,]

£x(t) = =Bkt ) +.21.>:1t2 0<: <,
Thus

o) = —(B+h e )H+Ay 0<: <1,y

£,0)= X, 0<r <t .

At the point
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(34.2.26)

(34.2.27)

(34.2.28)

(34.2.29)

{34.2.30)

(34.2.31)

(34.2.32)

(3.4.2.33)
(34.2.34)
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~

- v
F= ety (34.2.35)
Ap

the state variable x, has an extreme point. Because of (3.4.2.20) and (3.4.2.31) we have
A <o (3.4.2.36)

Thus x, has a maximum at . Because of (3.4.2.28) this maximum cannot be a point of the
interval [0,t 1) and hence either

~

it <o ' (34.2.27)
X1 ,
or
vy S
TH‘ Z 0. (34.2.28)
1

Using (3.4.2.26) it follows that (3.4.2.37) cannot hold. Because of (3.4.2.29) and
(3.4.2.36), in the case of (3.4.2.38) it must be

Py = 0. ' (34.2.39)
A similar derivation on the interval [¢,,1] yields
7, = 0. (34.2.40)

Using (3.4.2.25) - (3.4.2.27), (3.4.2.39) and (3.4.2.40), it is possible to determine ¢ and 7,
as

X 2max—1
ty = ;.i——— (34.2.41)
2,max
= 1-1,. (34.2.42)

As with the previous example, an alternative method is to use condition (3.3.4.1), i.e.
A simple derivation shows in this case that (3.4.2.39) and (3.4.2.40) must hold.
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4. Sequential quadratic programming in function spaces.

In this chapter a first step is taken towards a numerical solution of problem (SCOCP). In
Section 4.1 we shall present the method in the abstract terminology of problem (EIP) of
Chapter 2. Section 4.2 deals with the application of the method to optimal control prob-
lems. The formulation follows from the interpretation of problem (SCOCP) as a speciali-
zation of the abstract problem (EIP). A number of details concerning the application of the
abstract method to the problem (SCOCP) are discussed in Section 4.3. An outline of the
implementation of the method is given in Section 4.4.

4.1. Description of the method in terms of nonlinear programming in Banach spaces.

The method that is proposed in this section for the solution of the abstract optimization
problem (EIP) is a generalization of a certain sequential quadratic programming method
for the solution of finite-dimensional nonlinear programming problems. For a description
of various of these sequential quadratic programming methods we refer to Bertsekas
(1982), Gill et al. (1981), Han (1976), Powell (1978, 1980), Schittkowski (1980, 1981),
Stoer (1984), Tapia (1974a, 1974b, 1977, 1978).

4.1.1. Motivation for sequential quadratic programming methods.

In this section we shall give a motivation for the use of sequential quadratic programming
methods by considering the solution of problem (EIP) stated in Section 2.1 :

Problem (EIP) : Given Banach spaces X, Y and Z, twice continuously Frechet differentiable
mappings /; :X-R,g:X~Y and h :X=Z,aconvex set A C X having a nonempty
interior, and a closed convex cone B C Y with O € B and having a nonempty interior, then
findan % € A, suchthat 3(3) ¢ B and h(Z) = 0, and that

TGYS fx) fordal xeANZTYBINNG).

In the sequel we shall assume that in the formulation of problem (EIP), the set A is the
entire space X , i.e. A =X . This is done because in a numerical method the more explicit
formulation of inequality constraints of the form g(x )e B is required.

Sequential quadratic programming methods (SQP-methods) are based on the observation
that ‘near’ the solution, the original problem may be replaced by a suitable quadratic pro-
gramming problem. SQP-methods make use of the sequential solution of quadratic sub-
problems, to generate directions of search. Along these directions better approximations to
the solution are determined.

The motivation for the quadratic subproblems foilows directly from the second order
sufficient conditions for optimality discussed in Section 2.3. It may be deduced from
Theorem 2.16 that the Lagrangian L(x.j .2") has a local minimum in the subspace
spanned by the linearized constraints, at a point (£ 5 ,Z") for which the sufficient condi-
tions for optimality of part (ii) of Theorem 2.16 hold.

This observation is the motivation for the idea to calculate a direction of search for the
improvement of the current estimate x; of the solution by solving the linearly constrained
subproblem :
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Mirg;mize L (x,~ +Axi .y: ,Z;).

subject to : g (x;) + g'(x; ) Ax;) € B,
l;(x,« )+ i:'(x,« )(Ax,-) =0,
where § and / are as defined in problem (EIP) and y; and z; are estimates of the Lagrange
multipiers 3 and 3.

What is obtained is a linearly constrained minimization problem with a nonlinear objective
function, which may be approximated by a second order expansion at x =x;.

L(x;+Ax;,95.2]) ~ L(x;y;20) + F'e XAx;) — yig'(x; N Ax;) — 27k (e Ax;) +
%L" (x,- ,y,-*,z,-‘)(Ax,' )(Ax; )

Based on this expansion the following linearly constrained quadratic subproblem is con-
structed for the calculation of a direction of search Ax;.

Problem (EIQP) :

Mir&ilmize ?'(x,v WAx;) + %L" (x;.y] .2 NAx; NAx; ), (4.1.1.1)
subject to : g (x;) + g'(x; )(Ax;) € B, (¢4.1.1.2)
h(x;) + h'(x; XAx;) = 0. (4.1.1.3)

In this problem formulation the term (y;g (x;) + z,-'i’{ (x; ))(Ax; ) is omitted. The reason for
this is that we want to obtain a quadratic subproblem which, at the optimal point X , has
the same Lagrange multipliers as the original problem. When the term
(978 (x;) + 2k (x,))(Ax;) would not have been omitted, then the Lagrange multipliers of
the subproblem at the point x; would have been 3 —y; and Z° —z;, which would have
meant that the Lagrange multipliers of the subproblem would have converged to zero as
x; — % . Because the Lagrange multipliers of the subproblem play an important part in the
determination of the set of active constraints, this is an undesirable phenomenon. With the
modification mentioned above the Lagrange multipliers obtained via the solution of prob-
lem (EIQP) may be used as new estimates of the Lagrange multipliers ' and Z' of the
original problem.

An alternative motivation for the subproblems follows from the application of Newton's
method to the first order necessary conditions for optimality. Consider thereto problem
(EIP) without the constraint g(x)e¢B. Assuming that the hypotheses of part (ii) of
Theorem 2.12 hold, the first order necessary conditions for optimality imply that at a
point %, there exists a 2 € Z”, such that

F(x:)=0, (4.1.14)
where the operator F : XXZ" — X' XZ is defined by :

FUx) = 2 h'(x)

A () (4.1.1.5)

F(x.,z") =

The method of Newton applied to (4.1.1.4) requires the iterative solution of :
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F(x;.z)) + F' (x;.2) Ax; .82) = 0, (4.1.1.6)
or, equivalently,

Fi(x;) = 2R x) + L7 (o2 XBx,) = AzR(x;) = 0,

B(x;) + k' XAx;) = 0.

Setting :
z,-*ﬂ =z + Az},

yields :
L7 (x 2)(Ax) = ziah () = = f'x). (4.1.17)
h'(x; X(Ax;) = — h(x;). (4.1.1.8)

When the multiplier z; 41 is interpreted as a Lagrange multiplier, then the equations
(4.1.1.7) - (4.1.1.8) constitute precisely the first order necessary conditions for optimality
of :

Problem (EQP) :
Minimize J'Gx)X(Ax) + J L Gxi 2B NAx), (4.1.1.9)
subject to : R(x) + B (x X Ax;) = 0. (4.1.1.10)

The extension of the method of Newton to nonlinear programming problems with inequal-
ity constraints is not straightforward. To investigate this consider instead of (4.1.1.4) the
inequality (inclusion in a positive cone) :

F(xj3)ecC, (4.1.1.11)
where the operator F : XXY* = X*XY XY XR is defined by :
Fa)—y"gG)

Flxy') = g;’f) (4.1.1.12)
yglx)
and
c = {0xBxB*x{0}. (4.1.1.13)
with
B* = {y'eY':<y .y>20 forall yeB)} (4.1.1.14)

Similar to the case of equality constraints, the inclusion (4.1.1.11) constitutes the first
order necessary conditions for optimality for problem (EIP) under the assumption that the
regularity constant p may be set equal 10 one. A generalization of Newton's method to
(4.1.1.11) implies the solution of :

F(x;.91) + F' (x;.9) (Ax; Ay) € C, (4.1.1.15)

or, equivalently using yio1 = yit Ay
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L' Gy XAx) = yi418 () = — [(x0). (4.1.1.16)
g(x) + g'(x; NAx;) e B, (4.1.1.17)
yis1 € B, {4.1.1.18)
<yi1, 8 (x )+ G NAx; )> — Ayig'(x; Ax;) = 0. (4.1.1.19)

The conditions (4.1.1.16) - (4.1.1.19) are not necessary conditions for optimality of any
(sub)problem as in the equality constrained case. However, if we replace (4.1.1.19) by

<yiers 8GxHE G (Bx)> = 0, : (4.1.1.20)

then conditions (4.1.1.16), (4.1.1.17), (4.1.1.18) and (4.1.1.20) are the first order neces-
sary conditions for optimality of :

Problem (IQP) :
Minimize 7 )(Ax,) + L LY Gxy ) Ax; X Ax,), (4.1.1.21)
subject to : g(x;) + g'(x; (Ax;) € B. (4.1.1.22)

Summarizing the discussion sofar, we gave a motivation for an algorithm which makes use
of directions of search calculated via the solution of problem ((E)IQP), either as a minimi-
zation of the Lagrangian in the subspace spanned by the linearized constraints, or as a
Newton-like method applied to the first order necessary conditions for optimality. We
note that in the discussion of the algorithm, implicitly the assumption was made that at
every point (x;,y;.z;) the problem ((E)IQP) has a solution which satisfies the sufficient
conditions for optimality of Theorem 2.16.

4.1.2. Active set strategies and merit function.

In this section we shall consider some algorithmic options for SQP-methods for the solu-
tion of problem (EIP).

There are essentially two ways in which inequality constraints of the form g (x )¢ B may
be handled. One way is to use in each iteration of the method an estimate of that part of
the constraints which is active at the solution. This estimate is called the working set and
is updated before each iteration. The constraints in the working set together with the
equality constraints define a nonlinear programming problem with only equality con-
straints. Application of the SQP-method to this problem requires in each iteration the
solution of a problem of the type (EQP), i.e. 2 quadratic programming problem with linear
equality constraints. A strategy which is used to determine the working set is called an
active set strategy. In the case of SQP with equality constrained subproblems the active set
strategy is based on an estimate of the solution of the original problem. The second way
10 handle the inequality constraints g (x )€ B is to solve the problem (EIQP) as a quadratic
programming problem with linear equality and inequality constraints. The major problem
in a solution procedure of problem (EIQP) is again the determination of the active set, i.e.
that part of the constraints g (x;)+g '(x; J(Ax; )¢ B which are satisfied as equalities at the
solution point. Thus in this case the active set strategy is part of the quadratic program-
ming algorithm that calculates the solution of the subproblem (EIQP).

We note one essential difference between the two methods. With the first method the ac-
tive set strategy focusses directly on the active set of the original (nonlinear) problem

65



Chapter 4

whereas with the second method the active set strategy is used to determine the active set
of problem (EIQP).

The discussion in the previous section focussed on the motivation for the calculation of
directions of search via the solution of a quadratic programming problem. The derivation
of this quadratic programming problem is entirely based on linearization arguments that
hold only in a neighborhood of a solution (£,5 .2 ). Hence it must be assumed that the
current iterate (x; ,y,-’,z,-*) is ‘sufficiently close’ to the solution. For a practical procedure
this assumption is too restrictive. Fortunately it is possible to ‘globalize’ the method pro-
posed, by means of a merit function. This is a function which assigns a real value to each
triple (x,y".z")e X XY XZ", and which has the property that it has a minimum at the
point (£.5°.27). Using the direction of search Ax; and the Lagrange multipliers (5 .z )
obtained via the solution of the problem (EIQP), the current iterate (x;,y;.z;) is. at each
iteration, modified such that the merit function is minimized along the direction of search
(Ax; 5 —y, .2 —z]), ie.

Mio;} = min M{a),
a>0
where M denotes the merit function and the notation {a} is used to replace
(x; +abx;, yi+aG —y)), 2z talz' —2z})).
The parameter «; is called the step size.

We note that in order to preserve the excellent local convergence properties of Newton's
method, the merit function must have the property that in a neighborhood of the solution,
the step size a; converges to one.

4.1.3. Abstract version of the algorithm.

Based on the sequential solution of quadratic programming problems (EIQP) we are led to
the following algorithm :

Algorithm 4.1:
(0) Set xy = given value;i = 0;

(1) Calculate first order Lagrange nudtiplier estimates (y;.z;) as the multipliers
corresponding to the solution of :

Minimize f'Gxi)(d)+1<Gd.d >,

subject to : g (x;} + g'(x;(d ) e B,
B(x;) + R'(x;)Xd) = 0.

where G : XXX — R is a positive definite mapping used to imitate an inner product
in the Banach space X, as (x ly) = <Gx,y>.%

(ii) Calculate the Hessian of the Lagrangian at x;

L (xiyizl) = F(x) = 38 "(x) — 2R (x;).
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(iii} Calculate second order Lagrange multiplier estimates (5" 2" ) and the Newton direction
dy as the solution of :

Minimize f'(x;Xd)+ 1 <L"(x;.y;.2)d.d >,
subject to : g(x;) + 3'(x;)(d) e B,
R(x) + h'(x;)d) = 0.
(iv) If ldy € € then ready.
(v) Calculate a step size a; such that

Mia;} = min Mo},
a>0

and set
Xiy1 = x tady,
yier = yi+ ;G —y).
zig = ozl + ;T -z

(vi) i =i + 1
goto (ii).

The algorithm above is based on the sequential solution of quadratic programming prob-
lems with equality and inequality constraints (EIQP). A similar algorithm follows for the
case that the calulation of the direction of search is based on the solution of quadratic pro-
gramming problems with only equality constraints (EQP). In this case the active set stra-
tegy is to be performed at the point of step (ii).

t The mapping G can be chosen the identy operator in Hilbert spaces. Using the interpretation of the
mapping G as an imitation of an inner product, the solution d of step (i) has the interpretation of a
generalized projection of the negative gradient on the subspace spanned by the linearized constraints.
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4.2. Application of the method to optimal control problems.

4.2.1. Formulation of the problems (EIQP/SCOCP) and (EQP/SCOCP).

In this section we shall consider the formulation of the problems (EIQP/SCOCP) and
(EQP/SCOCP) which are the specializations of the problems (EIQP) and (EQP) for the
state constrained optimal control problems (SCOCP). From Section 3.1 we recall

Problem (SCOCP) : Determine a control function €L 0T}, a state trajectory
XeW . [0TT and a final time T >0, which minimize the functional

T
ho(x(0) + [ folx (D)) dr + golx (T)T),
0

subject to the constraints :

@)= flx@u@)t) ae 05T,

D(x(0)) =0,
Ex(T)T)=0,
ut)e U ae. 0St<T
Six@)u)e) <0 ae. 0Xt<T,
Sx()e)< 0 0S¢<T
where : ho:R"—=R; fo:R"XR"XR—R"; g¢:R"XR-R; D:R"-R°;

fiR*"XR"XR—-R"; E:R"XR—-RY; S, :R”XR'"XR-—']RL"; S, R" XR—-'sz;
U CR™,is a convex set with nonempty interior.

Forallxe R® ue R™ rank Sy, (xut)=k, ae. 0€t<7T.
The functions hy, fo, go, [, D, E Sy and S, are twice continuously differentiable functions
with respect to all arguments.

For the sake of brevity we shall consider fixed final time problems, because variable final
time problems can be transformed into fixed final time problems (cf. Section 3.3.4).

The assumption that, in the formulation of problem (EIP), the set 4 is the entire space X,
becomes in the formulation of problem (SCOCP) :

U= L,lor!. (4.2.1.1)
This will be assumed in the sequel without any further reference.

To denote the variables in the current approximation to the solution of problem (SCOCP)
we shall use the notation x*(£), u'(¢), N (z), m{(z), £1(¢), ni(e), vi,o! and u'. The no-
tation [¢] is used to replace argument lists involving x(z ), /(£ ), Ni(¢). ni(¢), £ (¢ ), o'
and p',eg [t]l= (' @)ui@@)).

For the formulation of the problems (EIQP) and (EQP) an expression for the second
Frechet differential of the Lagrangian is required.
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Lemma 4.2: Under the assumptions given in the formulation of problem (SCOCP), the
Lagrangian is twice continuously Frechet differentiable for all x;e Wi [0TT,
uie L[0T, N e NBVIOIT , nie L [07]", £ e NBVIOTT? oie RS, ui € R? and

L' (i ! Mmigf o ) (8x1,8u )(8x,.8u,) = 8x,(0) (n oxx [OJ+ax D, [0DD8 x,(0)

- xx [t]‘*"fh(t )*Slxx[t] qu [t]+7)1(t )*Slxu[t] axZ(t)
+ f[a"l(” sl y e TmiCe DSy ] Hy, [t T iGe IS [e1| 82200
+ fol(t Y (d €1 (2 %S g0 2 DO, (2 ) +
]
8x (T (gowx [T HprE [TDExAT). F (4.2.1.2)

where the Hamiltonian H (x u .t ) is defined by :
H(xuht):= folxut)+ A flxut).
A proof of this lemma is not given here as it follows in a straightforward fashion from the

application of Lemma 1.4a, p.94 of Kirsch et al. (1978) to the first Frechet differential of
the Lagrangian.

In the sequel we shall occasionally use the pair 14 and v J' instead of the multiplier £°. The
multiplier n represents the time derivative of ¢ whenever it exists and the multipliers
v} represent the discontinuities of the multiplier £’ at time points ¢ ;L.

niGe) = (@) ae. 0L:<T, (4.2.1.3)
and
vii= £ 4) — (e, -). (4.2.14)

The specialization of problem (EIQP) for problem (SCOCP) follows directly from Lemma
4.2 and the abstract formulation of problem (SCOCP) as given in Section 3.2.

t The notation @M is used to denote the tensor product of a vector & with a block matrix M , The in-
terpretation of this product is that for instance oxD,, [0] is the Hessian of the functional O'TD (x)
with respect to x for fixed O at x(0).
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Problem (EIQP/SCOCP) :

T .
Minimize ko, [0}, (0) + f (fox [£Jd, (€ )+ fo £ 1d, (¢ Ndt + g, [T1d,. (T) +
L)

L4, O M, @ + 1 [1d, ) (z)T][Mz[t], Ml )
2% x 7 g u MV Ml 4, @)
+ %zj:dx (¢; Y Mlt;1d, ;) + La, (TY Msd, (T), (4.2.1.5)
subject to : dy = f, [t1d, + f,ltld, + fle]—%(t) ae. 0X:<T, (4.2.1.6)
DI[0] + D,[0)d, (0) = O, (4.2.1.7)
E[T1+ E T}, (T) = 0, (4.2.1.8)
Silel+ 8, 0tMd, + 8,214, €0 ae 0Xt<T, (4.2.1.9)
Solel1+ Sy lela, €0 0S:t<T, (42.1.10)
where M, = hoy 0] + axD,,[0], (4.2.1.11)
Milt] = foult]+ Mafu le1+ nixS 10 [e]1+ ixS2, 6], (4.2.1.12)
Milt] = folel+ Nsf,le1+ xS 021 (4.2.1.13)
MJt] = foult]+ Xaf,lt]+ nixSy 2] (4.2.1.14)
Ms = gon T+ wE,[T] (4.2.1.15)
Mdt;] = vixS,,lt;] forall j. (4.2.1.16)

The statement of problem (EQP/SCOCP) requires the introduction of the following some-
what complicated terminology.

Recall the definition (3.3.5.10) of the vector function § (x x.¢ ) which contains all control
and state constraints. With every component §; (I =1...k;+k;) a set W, C [0,T] is associ-
ated, which is the collection of all time points for which the constraint S, is supposed to
hold as equality. The set W, is called the working set of §,.

The sets W, consist of m/ boundary intervals [t} =1 i) ;1 Gi= 1.2,..m}) and mf contact
points tlZm,”-é-j (j=1.2,..mf).

I(z) is used to denote the index set of active constraints at the time point 7, i.e.

1) = {1 :1€IS<k +ko A te W, forall 0<¢<T.

k() denotes the number of constraints in the working set, i.e. the number of indices in
the set J(z).

Elements of the index set I (¢ ) are referred 10 as i 1. 5.....etc. , i.e.

I(t) = {il,iz ...... l[(,)}

The state constraints of the subproblem (EQP/SCOCP) follow from the linearization of the
constraints
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§,@uE)t)=0  ae teW,, =12k +k, (4.2.1.17)
which (along (x (¢ )u(z)) are given by :
S el1+8, 0, @)+ 8,0, @)=0 ae teW, I=12, .k +k, (42.1.18)

The & (¢ )-vector R[¢]is used to denote all constraints in the working set at time point ¢ in
a compact way, i.e.

Rlt] = §;[¢] 1=12,.k(), O0S:<T. (4.2.1.19)
The linearization of the state constraints is denoted by
Rit)+ R tld, )+ Rt ), )= 0 0L <T. (4.2.1.20)

‘(We note that when & (¢ ) is zero, then R[z] has dimension zero and hence, at these time
points, there is no constraint on d, and d,). With the terminology introduced above,
problem (EQP/SCOCP) becomes :

Problem (EQP/SCOCP) :

s
Minimize ho,[01d, (0) + [ (foxlt1d, (& )+fo, [t Jd, (¢ Dt + go, [T1d, (T) +
[

L0, O M, @+ 14,6 aG )T]le[t]T | bke P
2% zZ g u M3V Ml 4. (@)
+ 1 Xd (@Y Melt; 1 (2;) + 3.4, (T ) Msd, (T), (4.2.1.21)
7

subject to :d, = filtld, + fleld, + fle]1— £°() ae. 0St<T, (4.2.1.22)
D[0] + D, [0)4, (0) = 0, (4.2.1.23)
E[T]1+ E[T)d.(T)= 0. (4.2.1.24)
Rt1+ R tld, + RItld, =0 ae. 0St<T, (421.25)

where the matrices My, My, M3, M 4, M5, M ¢ are defined by (4.2.1.11) - (4.2.1.16).

4.2.2. Active set strategies for problem (SCOCP).

Most solution procedures for the solution of optimal control problems involving con-
straints on the control and/or state consist of two stages. In the first stage the structure of
the solution is determined, i.e. the sequence of time intervals on which the constraints are
active and inactive on [0.T]. In addition to the (estimated) structure of the solution, this
stage yields also a rough approximation to the solution. In the second stage. the exact solu-
tion is determined using the results of the first stage. In this section an argumentation for
and definition of the two stages will be given.

Consideration of the SQP-methods described in Section 4.1 for the solution of problem
(SCOCP) yields the sequential solution of problems of the type (EIQP/SCOCP) or
(EQP/SCOCP). In the case that problem (EIQP/SCOCP) has a unique solution for which
the sufficient conditions for optimality of Theorem 2.16 are satisfied, the main problem of
obtaining the solution of problem (EIQP/SCOCP) is the determination of the set of active
points of the state constraints. For if this set is available, then the solution of problem
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(EIQP/SCOCP) can be determined as the solution of problem (EQP/SCOCP) using the set
of active points as working set. The solution of problem (EQP/SCOCP) can be obtained as
the solution of a linear multipoint boundary value problem (cf. Section 5.1). which admits
more or less standard numerical solution procedures. Unfortunately, there are no stan-
dard procedures for the solution of problems of the type (EIQP/SCOCP), or more
specifically for the determination of the active set of this type of problems. As a first step
towards a solution procedure, we consider a general procedure for the solution of the
finite-dimensional counterpart of problem (EIQP/SCOCP), which is reviewed in Appendix
A. This method has the following characteristics :

1) The method has an iterative nature using as candidates for the solution, solutions to
quadratic programming problems with only linear equality consiraints.

2) The iterates are all feasible points, i.e. the complete set of inequality constraints of the
quadratic programming problem are satisfied at each iteration.

3) The active set strategy consists of addition of constraints to the working set whenever
the step size is restricted (i.e. when one or more constraints become violated at the can-
didate solution point), or the (possible) deletion of constraints from the working set
whenever the direction of search becomes zero (i.e. the minimum in the current sub-
space is achieved) and the Lagrange multiplief corresponding to the constraint has a
wrong sign.

It is not possible to apply the method to the solution of problem (EIQP/SCOCP) without

adaptation. The reason for this is the infinite-dimensional nature of the constraints

(4.2.1.9) - (4.2.1.10) In fact the constraints (4.2.1.9) - (4.2.1.10) represent a & ;+k, set of

constraints at each time point £. As a result of this it is likely that during the execution

of the method the stepsize becomes zero, because any nonzero step would lead to a viola-
tion of the constraint (cf. Figure 4.1) and hence the method would fail to converge.

s1

> solution of problem (EQP/SCOCP)

current estimate of the solution

Infeasible direction of search.
Figure 4.1

We recall that if it would be possible to solve problem (EIQP/SCOCP) at each iteration of
Algorithm 4.1, then ultimately (assuming convergence) the solution of problem (SCOCP)
would be obtained. In that case, the stucture of the solution would follow simply via an
inspection of the set of active points. However, because problem (EIQP/SCOCP) cannot be
solved easily, the solution process is broken into the two stages mentioned earlier, the first
being the determination of an estimate of the set of active points of the state constraints.

Having this goal in mind we consider the replacement of problem (EIQP/SCOCP) by a
simpler problem such that the solution of this problem is an approximation to the solution
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of problem (EIQP/SCOCP). Therefore the grids A and A? are introduced as :

A o= e, ,t}‘j) j=12 (4.2.2.1)
and

A = AlxA? (4.2.2.2)
where the (time) points /€ [0.7] satisfy :

0€ ) € t}.... & 1.‘_plj <7 j=12. (4.2.2.3)
Problem (EIQP/SCOCP) is now replaced by a similar linear-quadratic optimal control
problem, where the junction and contact points of the constraints (4.2.1.9) and (4.2.1.10)

are restricted to the grids A! and A? respectively. The problem (EIQP/SCOCP) with
junction and contact points restricted to the grid A is called problem (EIQP/SCOCP/A).

Presumably, if the grid A is sufficiently ‘'fine’, then the solution of problem
(EIQP/SCOCP/A) will be an approximation to the solution of problem (EIQP/SCOCP). As-
suming that the SQP-method converges with the direction of search obtained via the solu-
tion of problem (EIQP/SCOCP/A), the structure of the solution of problem (SCOCP) will
be obtained as the structure of the converged solution. -

The definition of problem (EIQP/SCOCP/A) will now be made more explicit. By restricting
the junction and contact points to a finite set of points, the problem (EIQP/SCOCP) is in
fact replaced by a minimization problem over a set of problems (EQP/SCOCP) where the
working set must be chosen according to the restriction that the junction and contact
points are points of the grid A.

Definition 4.3 : Given a pair of functions d, € W, [0,TT and d,€ PCI0O.T )", the sets of
boundary points of the constraints (4.2.1.9) and (4.2.1.10) with respect to the grid A (defined
by (4.2.2.1) - (4.2.2.3)) are defined as follows :

J3!(d, d, .AY) is the union of the intervals <t <% ] (r=0.1,..5,—1) for which :

Sult 41+ Sy [ +1d, &) + Sy, [ +1d, @ +) = 0 (4.2.2.4)
and

Sult =1+ Sux =M, G A) +Su, =M, @ =)= 0. (4.2.2.5)
J2(d, A?) is the union of the intervals [t2<t <12, 1 (r=0,1...p,—1) for which

Salt?l+ Sy 621, 6D =0 (4.2.26)
and

Sult2 )+ Sax 6511, G5) = 0, (4.22.7)

The definition of problem (EIQP/SCOCP/A) is stated as a combination of problems
(EIQP/SCOCP) and (EQP/SCOCP), and uses the sets of boundary points as working sets.
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Problem (EIQP/SCOCP/A) : Determine, if it exists, a control function d, € PC[O.T )", and
a state trajectory d, € W1 ,,[0,TT* , which minimize the functional

I
hOx [O]d,\ (0) + f (fOx [t ]d,\ (t )+/Ou [t ]du (t ))dz + 8ox [T]d,\ (T) +
[

1d, (0" Md,(0) + 1 fr[dx () d, (¢ )T]lMZ[t] Malel) | . @) dt
z Z s Mt ¥ M| |d. @)
+ 1 Td (Y Mlt; M, () + 1d, (T Y Msd, (7). (4.2.2.8)
J
subject to :

d, = f,ltld, + f,ltdd, + fle]~ 47(c) ae 0S:<T, (4.2.2.9)
Dlol+ D, [0l (0) = 0. (4.2.2.10)
Elr}+ B (1), (1) = 0. (4.22.11)
Syulel+ Sy, leld, @)+ Sy, ek, )= 0

forall telgid,.d, .AY), 1=12..k; (4.22.12)
Saltl+ Sy ltld (€)= 0 forall teJfd, A%,  1=12...k,  (422.13)
Salt, 41+ S, +1d, 6D + $1, (5414, (6 4) < 0 r=01...5~1, (4.2.2.14)
Sile) =1+ 81, [61=1d, (&) + §1,[6' -1, (=) < 0 r=1..5, (4.2.2.15)
5oL+ 85,671, G S 0 r=01,..5,. (4.22.16)

where the matrices My, My, M3, M 4, M5, M, are defined by (4.2.1.11) - (4.2.1.16).

The definition above shows thatl restricting the junction and contact points of problem
(EIQP/SCOCP) to the grid A is not equivalent to replacing the constraints (4.2.1.9) -
(4.2.1.10) by a finite set of inequalities, because on boundary intervals the constraints are
still to be satisfied as equalities.

The method for the solution of problem (EIQP/SCOCP/A), is essentially an adaptation of a
certain method for the solution of finite-dimensional quadratic programming problems.
The adaptation of the method for the solution of problem (EIQP/SCOCP/A) is discussed in
detail in Section 5.2.

The first stage of the method is completed once the direction of search is ‘sufficiently’
small. At this point the structure of the solution of problem (SCOCP) is estimated as the
structure of the current iterate. Because the junction and contact points were in the first
stage, restricted to a (fixed) finite set of points, it is not likely that the current iterate is a
‘good” approximation to the solution.

Therefore a second stage is started, such that in each iteration one or more junction and/or
contact points are shifted. The amount of shift required for each point is determined using
the violation of the constraints (4.2.1.9) - (4.2.1.10) on interior intervals and the sign in-
formation of the Lagrange multipliers on boundary intervals. The techniques used, are
essentially sirategies which focus on the active set of the original (nonlinear) problem
(SCOCP). These techniques are described in Section 5.3. When one or more junction
and/or contact points are shifted, a direction of search is calculated via the solution of
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problem (EQP/SCOCP). Contrary to the first stage, the second stage is thus based on the
sequential solution of quadratic programming problems with only equality constraints.

4.3. Further details of the algorithm.

In step (i) of the abstract Algorithm 4.1 use is made of a mapping G to imitate an inner
product in the Banach space X . In the application of the algorithm to problem (SCOCP),
we take G such that <G (x1,uy), (x,,u5)> resembles the L,-inner product, i.e.

'
<Gxyun). Geauz)> = [ Gyl VW aole) + ugle Vuo(e)) dt
0

for all x1.x2€ W1l 1126 L[0T (4.3.1)

With this choice, step (i) of Algorithm 4.1 involves the solution of problem
(EIQP/SCOCP/A) with M =0, M,lt}=1,. M3[t1=0. M [t]=1,,. Ms= 0 and Mt ]=0.

In the first stage of the method, the step size «; is determined using a merit function.
Essentially this merit function is a combination of the objective function and a penalty
term, which is some measure for the constraint violation. The direction of search (which
was motivated only by linearization arguments) will, in general, not give a decrease of
both the objective function and the penalty term. Decreasing both terms simultaneously
can be conflicting goals. In these cases the merit function provides a balance between
achieving either of these goals, with the intension that in each iteration progress towards a
solution point is made.

We shall now give a formal motivation of the merit function that is used in the current
implementation of the method. Recent literature on SQP methods indicate that there are
various alternatives to this choice. We do not intend to give a complete survey of possible
choices for the merit function; for this we refer to Bertsekas (1982), Fletcher (1981, 1983)
and Gill et al. (1984). To the particular choice made in this section we note that, contrary
1o other choices of merit functions, it allows a rather complete convergence analysis in the
finite-dimensional case (cf. Schittkowski (1981)).

A merit function should satisfy the following requirements :

1) The solution of the original problem should be a (local) minimum of the merit func-
tion.

2) In combination with the direction of search, it should always be possible to choose a
step size, such that the merit function is decreased.

3) The merit function should not inhibit convergence of the step size to one, in a neighbor-
hood of a solution point.

For problems with only equality constraints, a suitable choice of the merit function is the
so-called augmented Lagrangian:

Mxhip)i=Fa)+ NAG) + Lplh(x N2, (4.3.2)
where A is an estimate for the Lagrange multiplier corresponding to the equality constraint
and p>0 is a penalty constant.

A motivation for this choice of merit function is that the Lagrangian has a minimum in the
tangent subspace of the linearized constraints at a solution point (assuming that the
sufficient conditions for optimality of Theorem 2.16 hold at this point). The penalty term
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is added to extend this feature to a larger set, outside the tangent subspace of the linear-
ized constraints.

For a "sufficiently high’ value of p, the merit function (4.3.2) satisfies the requirements 1)
- 3) in the case of finite-dimensional nonlinear programming.

For the extension of this merit function to include also inequality constraints we first con-
sider the finite-dimensional case of one scalar function g : X = R, which defines the con-
straint :

gx) € 0. (4.3.3)
The augmented Lagrangian is defined in this case as : (e.g. cf. Bertsekas (1982)) :

M(x . uip):

FG) + ugGwp) + Lpg (e pip)?, (4.3.4)

where : g(x u:p) 1= max {g (x),—un/p).

A simple analysis of the penalty term
T(x uip) = g;’lig_(x ap) + g0 pip)?, (4.3.5)

yields the Figures 4.2 and 4.3. T(x up)

I

(g (x )+u/py—(u/p)?

—ulp —g(x)
"""" F—(u/p)?

T (x ,u:p considered as a function of x for fixed u.
Figure 4.2

(gx)+u/p — (u/p)? g(x)2 —ulp

T(x .,LLZP) = _(/L/p)z g(x) < "lL/P {4.3.6)
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T (x .pip)

!

g(x)?

— u/p
—g (x )2

T (x ,u;p considered as a function of u for fixed x.
Figure 4.3

g (xP+2g(xdulp plp 2 —gx)

T(x .uip) = —(u/p)? pip<—g(x) {4.3.7)

Figures 4.2 and 4.3 show that 7 (x .u;p) is continuously differentiable with respect to both
x and u, whenever g (x ) is continuously differentiable with respect to x.

A similar approach to problem (SCOCP) yields the following merit function : ¥
T
MG u A €.0.0p) = hox(0)+ DO+ [ folxuit)—
¢
ko &

— 2 —
)\T()é—f(x k7382 )) + Z'nuSl,(x LMy d ;P) + + Z'nZISz[(x Moy ok ;P) ) dt +
=1 =1

Ky,
Ty vuSulx vyt p)+ golx(T)T)+ p " E(T)T) +

ji=1

T Ky K,
ip Of(llx—f(x a? + 1§1S11 (xumytp)+ 1§1521 (x.mgy tp))dt +

kz _
T Sulx vyt p)? + 1D (ON? + 1E(THTN?}, {(4.3.8)
Jji=1
with :
S—l[ (x UMk .p) = max {S11 (x U ,z) s~ Nu /P}, (439)
S (x my t:p) = max {Sy (x £) , —m, /pl, (4.3.10)

We note that the inequality constraints are incorporated in the merit function similar to
the finite-dimensional approach, using the smooth penalty terms T (x ,u:p). As a result of
this the merit function (4.3.8) is Fréchet differentiable and has therefore essentially the
same properties as its finite-dimensional counterpart.

We now consider the actual determination of the step size a;. which must be calculated
such that the merit function is minimized along the direction of search. To this end vari-
ous strategies may be used. (For a survey on methods for step size determination we refer

1 Again we use 7)p; and Vj to denote the time derivative and ‘jumps’ of the multiplier §1 (cf.
(4.2.1.3) - (4.2.1.4)).
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to Gill et al. (1981) and Bertsekas (1982).) We mention :

1) Exact line minimization, i.e.

o; = arg

min M {a}] , (4.3.11)
a>0

where {a} was used to replace (x'+adi, u'+ad], AMta(N =\, nite@i-nd.
titraF —¢), oltal@ —ol), wita(@i—p).

2) Approximate line minimization. As an example we mention the Armijo step size rule,
i.e. given scalars Be(0,1) and €€ (0,1 ) determine the step size o as

a= g~
where k is the smallest nonnegative integer that satisfies
M{O} — M{B*) > — Bt M {Odf.di X' =\ Ai—n{& &',
Fi—ai gi—upt). (4.3.12)

The choice as to which strategy is followed is not critical for Newton-like methods (exact
second derivatives are used), because it is not important that the exact minimum is
achieved along the direction of search. When the solution is approached, the step size «;
will converge to one anyway. In a numerical implementation the approximate line minim-
ization tends to be more efficient, because the number of evaluations of the function M {a}
is less. Therefore the Armijo rule is used in the first stage of the method in the.current im-
plementation.

Because in the second stage of the method, the current iterate (i Nonigoipt)is
supposed to be ‘sufficiently” close to the solution a step size procedure is omitted. The
complete method may be summarized as follows :

Algorithm 4.4 :
(0) A, and (xg.up) given.
i = 0.

Stage 1 : steps (i) - (vi)

(1) Calculate first order Lagrange multiplier estimates (A mP.£%0°u") as the multipliers
corresponding to the solution of problem (EIQP/SCOCP/A) with the matrices M =0,
Mz[t ]-_—In 5 M3[t ]=0, M4[t]=1,n, M5=O, Mb[l ]-——O

(ii) Calculate the matrices M; (j=1,2,....6) corresponding to (4.2.1.11)-(4.2.1.16).

(i) Calculate the Newton direction (d}.d.}) and second order Lagrange multiplier estimates
(N wiE & 1) as the solution of problems (EIQP/SCOCP/A} (using the matrices M,
determined in the previous step).

Gv) IFI(d}.a) xS €, then goto (vii).

(v) Given scalars B€(0,1) and €¢ (0,% ) determine the step size a; as
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o; = Bk »
where k is the smallest nonnegative integer that satisfies

MO} — M{B*} 2 —eB* M (ONdi di X' —\ Fi—miE -t Fi—c! g —ul),

and set :
TS R i
x = x' + a;dy,
witt = w4 oagd),

A = AT 4 (XKD,

0t = i+ o (Fi-ni.
£i+1 = gi +ai(gi__§i),
oitl = gl + o;(F'—0'),
,lL"H o “i + a;(ﬁi—pi).
(vi) i = i+1,
goto (ii).

Stage 2 : steps (vii) - (xii)

(vii) Use (x' u' N mi¢l.0fu') to determine working sets W; for the constraints S j-
(viti)Calculate the matrices M; (j=12,...6) corresponding to (4.2.1.11) - (4.2.1.16).

(ix) Calculate the Newton direction (d, d, ) and second order Lagrange multiplier estimates
WM& .5 &) as the solution of problem (EQP/SCOCP). (Using the working sets
determined in step (vii) and the matrices M; determined in step (viii}.)

) IfI(didily € €, then ready.

(xi) Set :
= x4 df,
it = oyt 44,
Aitl o= Xi
ni*t = A,
gt = F
gitt = g,
witl = gi

(xii) 1 = i+1,
goto (vii).
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4.4. Outline of the implementation of the method.

In this section an outline of the implementation of the method will be given. This outline
may serve as a guide for the Chapters 5 and 6, which deal with the most important aspects
of the implementation of Algorithm 4.4. In Chapter 5 the solution of the subproblems
(EQP/SCOCP) and (EIQP/SCOCP/A) and the active set strategy used in the second stage of
the algorithm are discussed. Chapter 6 deals with a discussion on the numerical implemen-~
tation of the method, which essentially comes down to the numerical solution of a linear
multipoint boundary value problem.

One of the most important aspects of the method is the calculation of a direction of search.
With the SQP-method of Algorithm 4.1 the direction of search is determined either as the
solution of problem (EIQP) or as the solution of problem (EQP). which in the application
of the method to problem (SCOCP) become problems (EIQP/SCOCP) and (EQP/SCOCP).
Because problem (EIQP/SCOCP) cannot be solved easily, the solution process is split up
into two stages. In the first stage the siructure of the solution is determined, whereas in
the second stage the actual solution is determined. The first stage of the solution process
requires the solution of problem (EIQP/SCOCP/A) which is a simplification of problem
(EIQP/SCOCP). Extension of the ideas of finite-dimensional quadratic programming to the
solution of problem (EIQP/SCOCP/A) requires also the solution of problem (EQP/SCOCP),
for the calculation of a direction of search (cf. Section 5.2). Application of the first order
optimality conditions to problem (EQP/SCOCP) yields a linear multipoint boundary value
problem (LMPBVP) (cf. Section 5.1). The numerical solution of this linear multipoint
boundary value problem is done by means of a collocation method (cf. Section 6.1). This
collocation method yields a set of linear equations. The numerical solution of the set of
equations several methods may be used (cf. Section 6.2). In the current numerical imple-
mentation of the method the so-called Null space method is used, which finally yields the
direction of search.
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In the scheme below the various relations between the problems are summarized.

Problem (EIP)

Newton-like
method
SQP - method
Stage 1 Stage 2
Problem Problem (EQP)
(EIQP)
L Application to
problem (SCOCP)
Problem Problem
(EIQP/SCOCP) (EQP/SCOCP)
simplification
Problem
(EIQP/SCOCP/A)
adaptation of
finite~ 3
dimensional
quadratic pro-
gramming
Problem
(EQP/SCOCP)
first order op-
timality condi-
tions for problem
(EQP/SCOCP)
LMPBVP

collocation method
set of linear
equations
solution by means
of the Null space
method
direction of
search

Scheme for the calculation of the direction of search
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S. Solution of the subproblems and determination of the active set.

This chapter deals with three different aspects of the method presented in the previous
chapter. In Section 5.1 the solution of the subproblem (EQP/SCOCP) is considered. Section
5.2 deals with a method for the solution of subproblem (EIQP/SCOCP/A). This method,
which is essentially an adaptation of a common method for the solution of finite-
dimensional quadratic programming problems, requires the repeated solution of problem
(EQP/SCOCP). The active set strategy which is used in the second stage of the method is
described in Section 5.3. The direction of search in this second stage is again determined as
the solution of problem (EQP/SCOCP).

5.1. Solution of problem (EQP/SCOCP).

In view of the solution of problem (EQP/SCOCP) this section deals with optimality condi-
tions for optimal control problems with state equality constraints. These conditions do not
follow directly from Chapter 3, because there only state inequality constraints were con-
sidered. The results contained in this section will show that there is a basic difference
between the optimality conditions for optimal control problems with state equality con-
straints and optimal control problems with state inequality constraints.

For the sake of clarity, we shall first consider optimality conditions for a problem
(ESCOCP), which is similar to problem (SCOCP) but contains only state equality con-
straints. This approach will enable us to make use of most aspects of the formulation of
problem (SCOCP) as an abstract nonlinear programming problem in Banach spaces. One
may easily verify that problem (EQP/SCOCP) is a special case of problem (ESCOCP).

Problem (ESCOCP) : Determine a control function &€ L[0T and a state tra jectory
XeW o[0T, which minimize the functional

ho(x(0) + Ofrfo(x E)ule)e)de + golx(T)), (5.1.1)
subject to the constraints :

@)= fle()ault)r) ae. 0St<T, (5.1.2)

D(x(0)) = 0, (5.1.3)

E(x(T) =0, (5.1.4)

Suc@u@)t)=0 ae. teW,, I=12.k,, (5.1.5)

Sulx@)e)=0 teWe v, 1=12.k,, (5.1.6)

where :ho: R" - R; f,: R"XR™XR— R"; 8o R"R;D:R"-»R°;E:R"-RY;
S iR"XR"XR—R";S;: R"XR"XR—R"%;S,: R"XR - R"?;

Forallxe R" ue R™ rank Sy, (x wt) =k, ae. 0S¢t 7T (5.1.7)

The functions hy, fo, go, f , D, E Sy and S 2 are twice continuously differentiable functions
with respect to all arguments.

The sets W; are closed subsets of the interval [0,T].
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Solution of subproblems and active set strategy

5.1.1. Optimality conditions for problem (ESCOCP).

Similar to the approach in Chapter 3, problem (ESCOCP) is considered as a special case of
problem (EIP). The difference between ihe formulations of problem (SCOCP) and
(ESCOCP) as special cases of problem (EIP) are the definition of the mapping & and the
fact that the constraint g (x . )e B is not present at all in the latter case.

We shall first consider two special cases of problem (ESCOCP), the first one being the case
of only mixed control state constraints, and the other one being the case of a single state
constraint (with order greater than zero).

In the first case the mapping F is defined as :
Rlxu)=(GEO=fxOu)).D0),E&T), S xOu).-).  (511.1)

The range space of Rois:

£y
Z = L, lo,r) XRCXRqXHLm(Wl), {5.1.1.2)
(=1
with
by
HLoo(W[) = Lw(wl)wa(Wz)x ........ Lw(W‘ l)- (5113)
=1

The spaces L.,(W,) are spaces of measurable and essentially bounded functions on W;
equipped with the norm :

Il w, = es;.sé‘.g]upllv(t)ll. (5.1.14)
]

The spaces Lo, (W, ) are Banach spaces {(cf. Kantorovitch et al. (1982)).
The Frechet differentiability of  follows directly from Lemmas 3.2 and 3.3 and the
Frechet differential is given by :

BGoa)(8x 8u) = (8% ()~F 8x()—f,8u(-) , D, 8x(0) , E, 8x(T) .

S1:8x ()+S,, 8u (). (5.1.1.5)
The hypothesis rank S, =k, implies
Ky
R(S1,8x ()4+51,8u()) = JIL.(W,). (5.1.16)
=1

Thus for the mapping /2 defined by (5.1.1.1) the hypotheses of part (i) of Lemma 3.5 hold
and hence there exist nontrivial Lagrange multipliers for problem (ESCOCP) with & ;= 0.
Using a derivation similar to the proof of Lemma 3.9 a representation for the linear func-
tional <7y, > may be derived as :

&

3
<Ary;>=— 3 “fﬁl,(t)yl,(t)dt forall yyueLo(W,) 1=12.k, (51.1.7)
=1W,

with 'ﬁu € Lm(Wl) 1=12..k,.

To simplify notation the domain of definition of the multipliers 7, is extended to the
entire interval [0,7] as :
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Hu) = 0 fordl te[0TI\W, 1=12.k,, (5.1.1.8)

which yields the notation :
T
<Hryi> == [#:6y(e)de forall yeLolor] (5.1.1.9)
¢

With a representation of the linear functional <X,-> as given by Lemma 3.10 we thus
have the following optimality conditions :

Lemma 5.1: If (x ,2) is a solution to problem (ESCOCP) with k ,= 0, then there exist a real
number pZ 0, and vector functions e NBV[0,T I ) 1€ Lw[O,T]k’, and vectors 0 ¢ RS,
€ R?, not all zero, such that,

AT = —Hlt]— M@ S lt]  ae 0S:<T, (5.1.1.10)
AOY = — pho, 0] — 7 D, [0, (5.1.1.11)
ATY = pgoltl+ aTE[T] (5.1.1.12)
Ht]1+ 7, Y S lt]=0 ae 0S:<T, (5.1.1.13)
Hu)=0 forall tel0OTI\W, [=12.k,. (5.1.1.14)

A proof of this lemma is omitted as it is a direct anologue to the proof of Theorem 3.11.

We next turn to the second special case of problem (ESCOCP), i.e. we assume that instead
of mixed control state constraints there is (only) one state equality constraint
(k1= 0,k,=1) of the form :

Syx@)e) =0 <1<, (5.1.1.15)
ie. W=z, with 0<z,<2,<T.
In a similar treatment, the mapping h would now be defined as :

Rlx )= ()= fxOu(), ), D0, E&(T)) . Syx (). ). (5.1.1.16)
with

Z = L I0TF XR XRIXC[t,.,] (5.1.1.17)

This mapping R is again Frechet differentiable by Lemmas 3.2 and 3.3. In contrast to the
situation considered above the range of the mapping 4’ is not closed, because the range of

Sax (x (), - X8x ()

is not closed and hence nontrivial Lagrange multipliers need not exist.

We note that this is a consequence of the fact that the range space of the operator is
Clz,.t5]. When the range space would have been chosen to be W ,[0,7] then the range of
the operator would have been closed. Unfortunately, this space has no standard represen-
tation for the elements of the dual space and hence it is not a simple task to derive
optimality conditions via this road.
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Solution of subproblems and active set strategy

Instead of the approach suggested by (5.1.1.16), we may replace the state equality con-
straint (5.1.1.15) by interior point constraints of the form :

Six(tt)=0 j=01.p—1, (5.1.1.18)
and the mixed control state constraint :
SE(x(@)u@)t)=0 ae. t,€:<¢,, (5.1.1.19)

where p is the order of the state constraint S, and the functions Sj are defined by
(3.3.5.7) - (3.3.5.8).

The mapping R becomes :

Rxaw) = GO = fxOul), ). D). E&T)) .

Nx(@pe), S8(x(ul) N, (5.1.1.20)
where
Sz(x ,t)
Six)
N(xz) = : . . (5.1.1.21)
$871(x.t)
with range space :
Z = LoOTIXRXRIXRP XLt .L,] (5.1.1.22)

The regularity of R follows from the lemma below.

Lemma 5.2 : Let the functions f,.D.E and S, satisfy the assumptions of problem (ESCOCP)
with k=0 and k=1 and let the functions [ and S, be p-times differentiable with respect
to all arguments. Let the mapping h be defined by (5.1.1.20) - (5.1.1.22). Assume that

S8, (()d)e) = 0  ae on [t12,] (5.1.1.23)
then

R(R(£ 2)) = closed.
Furthermore if, in addition, at (x &)

rank D, (x(0)) = ¢

rank E (x(T)) =g

rank N, (x(ztt1)) = p

then

RA'GE D) = Z. (5.1.1.24)

The proof follows from the same arguments as the proof of Lemma 3.5. Condition
(5.1.1.23) is used to establish

R(S8,8x () + S8,8u(-)) = Lyt .1, (5.1.1.25)
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Using an approach similar to Subsections 3.3.2 and 3.3.3 we obtain the following optimal-
ity conditions :

Lemma 5.3: If (£.2) is a solution to problem (ESCOCP), with k=0, k=1, W=tz 2]
and if the functions S, and f are p-times differentiable with respect to all arguments and

S§8,(x@)a()t) = 0 ae. t,StS1,, (5.1.1.26) -

then, there exist a real number P20, and functions AeNBVIO.TY , y¢ L[0T} and vectors
GeRe, fie RY and numbers 8’ (j=1...p), not all zero, such that

R = —H[t]— $@)S8lt]  ae 0S¢ST, - (5.1.1.27)

A(0Y = — ph,,[0]— &7 D,[0]. ' (5.1.1.28)

ATY = pgolTl+ ATEIT] (5.1.1.29)

H,lt1+ y@)sglt1=0 ae. 0St<T, (5.1.1.30)

R, +) = A=) = 5B Si7e sl (5.1.1.31)
j=1

y@)=0 forall 0X¢<t; and 1,<tST. (5.1.1.32)

Because the approach of replacing (5.1.1.15) by (5.1.1.18) - (5.1.1.19) is quite similar to
the approach of Bryson et al. (1963), it is not surprising that the optimality conditions of
Lemma 5.3 are quite similar to the resuits contained in Theorem 3.16 for the case i =p
The difference are the relations that. by definition, the multipliers 7/ must satisfy. i.e.
(3.3.6.5) and (3.3.6.28). In the present case, the multiplier ¢ need not satisfy these rela-
tions. (Obviously, if ¢, and ¢, are chosen to coincide with the true entry- and exit points
of the inequality constrained problem, we shall have AP )=y .

Up to this point, it is still not clear why the approach using (5.1.1.16) was not feasible. To
investigate this we consider the Lagrangian :

I
L = plholx O+ [ folx@al)r)dt + golx(TN) =
]
T
AT G = fGe(ea(e)a)) dt + 0T D (O) + pl BT +
0

T
Sy @)s8(x@ule)r)dt + $ 8IS 2@ )y (5.1.1.33)
¢ j=1

which has a stationary point at (X & X.G.4.%.87). Assuming that the multiplier vy is
sufficiently smooth, we consider the integration by parts of the term :

r
A= [5s8k)a + EBISIT ) (5.1.1.34)
4] j=1
which yields :
1y A
A= [ $@rasg ]+ ¥ B SET ) (5.1.1.35)
'1+ j=1
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Solution of subproblems and active set strategy

. - .
f (1) )S8 " Helde + $(t~)88 el — ()88 e, ] +
tl+
£ RS (5.1.1.36)
-~ .

Continuing this integration by parts we obtain after p times :

[ﬂo(t IS l1de + il[v{'1S§'1[t1]+ 2R e | (5.1.1.37)
0 =
with :
P71 = B4 (=1 ‘fm 51 (t1+) i=1..p, (5.1.1.38)
47t = = (—1p- f‘”P’m (t-) j=lop. (5.1.1.39)
fe) = (-1 LX) £ <e <t (5.1.1.40)
And hence, at the optimal point (£ & .A.& fi.5.87) the Lagrangian may be expressed as :
L = p|hol0] + ffo[t]dt +gdrl| - fTX(t Y (% - fltDde + 67 Dlo] +
EIT]+ f’nOSz[t dt + f‘,l(v{‘m eyl + 947047 D). (5.0.0.41)
/=

‘We observe that expression (5.1.1.41) is in fact the Lagrangian belonging to the abstract
formulation of the problem based on (5.1.1.16) augmented with entry- and exit point con-
straints of the form :

Sé(x(tl)'tl) =0 j=0,1 ...... P"‘l

SixG i) =0  j=01...p—1 (5.1.1.42)

This reveals that the approach following (5.1.1.16) was not feasible because the state
equality constraints require in general, additional entry and exit point constraints of the
form (5.1.1.42). When the entry- and exit point are such that they coincide with the
entry- and exit point of the corresponding inequality constrained problem, then these con-
straints are no longer necessary and hence the multipliers #{ and 24 (j=1,..p—1) will
automatically be zero. We note however, that the inclusion of the constraints (5.1.1.42) in
the formulation of problem (ESCOCP) would still leave the question about the closedness
of the range of the operator h' open, with the approach following (5.1.1.16).

The formulation of the optimality conditions of Lemma 5.3 wiil be used for the solution
of problem (EQP/SCOCP). whereas the alternative formulation of the Lagrangian
(5.1.1.41) will be used to derive an active set strategy for problem (EIQP/SCOCP/A).

Extension of the previous results to the general case of problem (ESCOCP) is straightfor-
ward. We note that to derive a representation for the linear functionals <%;.-> and
<%¥.-> the matrix of the partial derivatives of the active mixed control state constraints
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with respect to u, consisting of rows of the matrices §;, and S5, is required to be of full
row rank.

5.1.2. Optimality conditions for problem (EQP/SCOCP).

In this section optimality conditions for problem (EQP/SCOCP) are considered. Because
problem (EQP/SCOCP) is a special case of problem (ESCOCP) these conditions will follow
from the previous section. However for problem (ESCOCP) the optimality conditions in-
volve the functions S} as defined by (3.3.5.7) - (3.3.5.8).

To apply the optimality conditions of problem (ESCOCP) to problem (EQP/SCOCP) the
counterpart to the functions S must be determined for problem (EQP/SCOCP).

The state constraints of problem (EQP/SCOCP) are considered individually and are
denoted by :

i[(dx ,t) = Sz[(xi(t ),t) + S2[x (xi(t ),t )d\, l=1,2,...k2. (5121)

To the notation S, (x?(¢£),t) we note that this function is considered to be a function of
time only, in contrast to the notation Sy (x .t ) where Sy, is considered as a function of x
and £.

The partial derivative of (5.1.2.1) with respect to the argument ¢ becomes :

8T, (d, )

% = S (@) @)+ 8o (@ )t) + £ Y Sope (' ()2 )d, +

Sone (1)t ), . (5.1.2.2)
In the formulation of problem (EQP/SCOCP) Definitions (3.3.5.7) - (3.3.5.8) become :
f[ _] =0
87 /1 N 8T 1
dt dx

T/ = (5.1.2.3)

(fxdx+fudu+f—»7&i) j=1 ..... y 21

where p; is the order of the state constraint (5.1.2.1).

Lemma 5.4 : Let the functions S4; be defined by (3.3.5.7) - (3.3.5.8) and let the functions
T, be defined by (5.1.2.1). If

Sk = 0 foral j=01,..p—1 l=1..k, (5.124)
then the functions defined by (5.1.2.3) satisfy :
Shxi@)e) + Sy (xi(e)e)d, j=01,..p—=1 1=12..k,
Ti=1, o (5.1.2.5)
Sob(xi(e )i (2)e) + Soh (i (e )ui(e ) ),

+ S5, (i)t (2 )2 )d, j=p 1=12..k,
Proof : (5.1.2.5) is proved by induction. For j=0 equation (5.1.2.5) is true by Definitions

(5.1.2.1) and (5.1.2.3).
Now suppose (5.1.2.5) holds for some j, with 0X j <p,;. By definition
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o7, 8

T/ o ot E.(fxdx +fudu+f —'i')' (5]26)

]

using (5.1.2.5) we obtain

8T/ L S _ .

a_tlj = Sﬁl.xx:'l(t) + Sﬁlt + x'(t )Tsélxxd.\' + Sﬁlxtdx (5127)
and

0T/ )

-é-‘;:— = Sh,. (5.1.2.8)

Combination of (5.1.2.6), (5.1.2.7) and (5.1.2.8) gives
T/% =S4 % (@) + Sty + %'V Shads + Shud, +
S£1xfx dx + Sﬁ'leu du + Sélx(f —Jéi(t )) (5129)

We now use the special structure of the functions S4;, induced by the Definition (3.3.5.8),
ie.

Sitt = Sk + Sy f » (5.1.2.10)
and hence

S4EY = Shi + Sk f + Shifs (5.1.2.11)

St = Shaf. (5.1.2.12)

(We note that for (5.1.2.12) use is made of the fact that j <p;.)
Substitution of (5.1.2.10) - (5.1.2.12) in (5.1.2.9) yields :

T+t = Sit+ G~V Shad, + S4'd, + Shi'd,. (5.2.2.13)

By definition, if j <p;—1, the term S4;}! is zero.
To make the induction step complete use is made of the hypothesis (5.1.2.4).
[m]

Lemma 5.4 provides quite a simple expression for the functions 7 / which, along a trajec-
tory (d, d,) of (4.2.1.22) may be considered as the time derivative of this constraint. The
hypotheses of Lemma 5.4 state however, that the state constraints S, must be linear func-
tions in the variable x. In practice this is quite a heavy assumption. Fortunately, it is
possible to tranform any problem (SCOCP) which does not satisfy (5.1.2.4) in a way such
that, for the transformed problem condition (5.1.2.4) will hold, ie. such that the
transformed problem has only linear state constraints. This transformation is outlined in
Appendix B. |

In the sequel we shall always assume that condition (5.1.2.4) is satisfied, because it gives
the simple expressions of the functions 7 4. As a consequence of this the matrix Mg, in the
object functions of problems (EQP/SCOCP) and (EIQP/SCOCP)} will be zero (cf.
(4.2.1.16)).

In the general case of problem (EQP/SCOCP) the regularity conditions (5.1.7) and
(5.1.1.23) require some modification. This is due to the fact that, in the formulation of
problem (EQP/SCOCP), it is allowed that boundary arcs of various constraints coincide or
overlap.

89



Chapter 5

Using a notation similar to (4.2.1.19) - (4.2.1.20) the & (¢ )-vector is defined as :

Rflt] == §7 1=12..k@) 0<:<T, (5.1.2.14)
where §7 is defined by (3.3.5.11) and the indices of the active constraints i; are elements
of the index set 7 (z).

A straightforward generalization of (5.1.7) and (5.1.1.23) is that the rank of the matrix
Rf[t] must be & (¢ ). This is a consequence of the fact that in the approach of Section 5.1.1
the state constraints are transformed into the mixed control state constraints

RP[t]+ Relt1d, (¢) + Rf[t ¥, (£) = 0O ae. 0S:<T. (5.1.2.15)

‘We are now ready to state the optimality conditions for problem (EQP/SCOCP) which fol-
low directly as a generalization of the results contained in Section 5.1.1.

Theorem 5.5 : Let (d, .d, ) be a solution to problem (EQP/SCOCP) and assume

rank Rflt]=k(t)  ae OS<T, (5.1.2.16)
and

Shnltl=0  forall j=01..p~1, [=12,.k,, (5.1.2.17)

then there exist a real number p2 0, and vector functions Ne NBV[O.TI*, Hje L[0T Frtéa

and vectors T € R , we R?, and numbers B—/j » Uy; , not all zero, such that,

XY = = XY £l )= 7G5 201~ Bfoale]
— pd, (¢ Y M,lt]— pd, (¢t ) Mt ] ae. 0St<T, (5.1.2.18)
X0) = — pho[0] - &7 D, [0] — pd, (0) M. (5.1.2.19)
XTY = pgolT1+ G EJAT) + pd, (T Y M, (5.1.2.20)
XY f,le]+ @Y §ele ) + pfo e ]+
Pd, (¢ Y Milt1+ pd, (¢ Y M t]= 0 ae 0S:<T, (5.1.2.21)
m@E)=0 iflell) O0Lt<T. (5.1.2.22)

At an entry point t} j—1 Of the state constraint T , the multiplier \ satisfies :

- — P
A(zlzj_] +) = A(tlzj__l —) - Z Blﬁsgl;l[téj—l ]. (5.1223)
k=1
At a contact point t12m t4) of the state constraint T ; the multiplier X satisfies :
$(r! = (! = :
My 4D = Mo, =) = T St 0, 1 (5.1.2.24)

We remind the reader 1o Definition (3.3.5.11) of §7 and that in the formulation of prob-
lem (EQP/SCOCP) the notation [z] is used to replace argument lists involving x/(z ),
u (&), A (1), ete.

With respect to Theorem 5.5 we note that it does not explicitly include the case of coincid-
ing entry - and contact points. In these cases however, the jump conditions (5.1.2.23) and
(5.1.2.24) are generalized in a straightforward manner.
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5.1.3. Linear multipoint boundary value problem for the solution of problem
(EQP/SCOCP)..

When it is assumed that problem (EQP/SCOCP) has a solution for which the regularity
constant p may be set nonzero, then, under certain hypotheses, the solution of problem
(EQP/SCOCP) can be obtained as the solution of a linear multipoint boundary value prob-
lem.

Theorem 5.6 : If problem (EQP/SCOCP) has a solution for which the regularity constant p
may be set nonzero, and

Shslt]l=0 fordl j=12,.p—1, [=12,.k,, 0<:<T, (5.1.3.1)
and v

M1 R Y

®e] 0 =m+k() ae 0St<T, (5.1.3.2)

rank

then the solution of problem (EQP/SCOCP) can be obtained as the solution of the following
set of equations :

d,() f.l21 0 d:(t)’ £ile] 0 d_u(t)]
XD ~Molt] —f Y UK | T Mt =527 | 76y ]t
[fE;:Tt](Tt) ae. 0S:<T, (5.1.3.3)
Rzl 0 Ex(z)] RZtl o [ ()
MLt Y LT (N | T Mded SeleY | |A@) | T
Rp[t] £r¥
~ e T ae. 05¢<T, (5.1.34)
m@)=0 ifleI(tr) O0Xt<T, (5.1.3.5)
D,l0] o]|{d,(0) o |_ DIo]
1‘41 I )_\(O) + D‘, [O]T o= - hoX[O]T B (5]36)
EI[T] 0 ]|a. (1) o |_ E[T]
Ms —I[{x) |t BTV |FT T |galT]) (5.137)

— — Pr o
Neh o1 4) = Kb =) — T BASSTMeh; - j=12.mf 1=12,0k,. (5.13.8)

k=1
S&lth; 1+ Sétx[llzj'—llfz\- (th;-1)=0
k=01..p~-1 j=12,.mf I=12.k, (5.1.3.9)
Nty ¥) = Mh =) = Ty Sanlt 0 ¥ j=120mf 1=12.k,. (5.1.3.10)
Salth ey 1+ Sl 0, () 0, )= 0 j=12..mf =12k, (5.1.3.11)

The theorem follows directly from the combination of the constraints of problem
(EQP/SCOCP) and the optimality conditions of Theorem 5.5. The system of equations of
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Theorem 5.6 becomes a standard linear multipoint boundary value problem, when
(5.1.3.4) and (5.1.3.5) are used to eliminate the control d, and the multiplier 7 from
(5.1.3.3). This is possible as a result of assumption {5.1.3.2) and hence d, and 7 satisfy an
equation of the form

d, ()
)

d, ()

7) = A()

+b5() ae. 0St<T. (5.1.3.12)

Equations (5.1.3.6) and (5.1.3.7) constitute boundary equations for the differential equa-~
tion (5.1.3.1) (combined with (5.1.3.12)), whereas (5.1.3.8) and (5.1.3.9) constitute inte-
rior point conditions.

5.2. Solution of problem (EIQP/SCOCP/A).

This section deals with a method for the solution of problem (EIQP/SCOCP/A). The main
problem we are faced with is the determination of the active set of constraints, because
once this set is known, the solution of problem (EIQP/SCOCP/A) may be obtained as the
solution of problem (EQP/SCOCP). Problem (EQP/SCOCP) may be solved via the solution
of the linear multipoint boundary value problem discussed in Section 5.1.3. For simplicity
we shall assume, throughout this section, that problem (EIQP/SCOCP/A) has a unique
solution.

The method for the solution of problem (EIQP/SCOCP/A) that is proposed in this section,
is an adaptation of a well known method for the solution of finite-dimensional quadratic
programming problems, which has the following characteristics (cf. Appendix A) :

1) The method has an iterative nature, using as candidates for the solution, solutions to
quadratic programming problems with only equality constraints.

2) The iterates are all feasible points, i.e. the complete set of inequality constraints of the
quadratic programming problem are satisfied during each iteration.

3) The active set strategy consists of the addition of constraints to the working set when-
ever the step size a; is restricted, or the (possible) deletion of constraints from the
working set, whenever the direction of search becomes zero and one or more Lagrange
multipliers have a wrong sign.

Essentially each iteration of the method consists of the following three steps :
(i) Calculation of a direction of search.

(ii) Calculation of a step size.

(iii) Updating the working set (active set strategy).

One iteration of the method for the solution of problem (EIQP/SCOCP/A) consists essen-
tially of the same steps (i), (ii) and (iii). The adaptation of these steps will be considered
individually.

In steps (i) and (ii) the working set, i.e. the current estimate for the active set of con-
straints in a solution point of problem (EIQP/SCOCP/A), is kept fixed and given a working
set :

W = W}Xsz ..... XWkl'H"Z'

a solution of problem (EQP/SCOCP), denoted (di.d[), is a (new) candidate for the solu-
tion of problem (EIQP/SCOCP/A). This is because the definition of problems
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(EQP/SCOCP) and (EIQP/SCOCP/A) show that when the working set of problem
(EQP/SCOCP) is the active set of problem (EIQP/SCOCP/A) then the solutions of both
problems are the same. Hence an obvious choice for the direction of search in the ith itera-
tion, denoted (Adf,Ad}) is :

di—d}i, (5.2.1)
Ad} = d} —d}, {5.2.2)

Ad}

where (d}.d}) denotes the iterate in the ith iteration. (We note that this choice is entirely
analoguous to the finite-dimensional case).

Now the determination of the step size «; is considered, i.e.
di*! = di + a;Adi, ' (5.2.3)
ditt = d] + a;Ad) ' (5.24)
In the finite-dimensional case the step size o; is chosen so that the objective function is

minimized along the direction of search subject to the restriction that (di*1.d}*1) must be
a feasible point of the constraints of the problem.

We shall show that in the case of problem (EIQP/SCOCP/A) such a choice is not always
possible (cf. Figure 5.1). '

5| e

T Sult Sy It i)
Sult 58y, [e)di@e)

Feasible point and infeasible direction of search.
Figure 5.1

The case considered is of a state constraint which has a working set W, =[z,.¢ 2). The solu-
tion of problem (EQP/SCOCP), ie. d], is not a feasible point of the state constraint,
because

Sl + Sun (12127 > 0 (5.2.5)
For the values a€[0,&), with

_ o SyleA + S5, 022ai ()

T S lAAdiE) (326)

the objective function is as a function of & decreasing and the points
d,(t;a) == di(t) + aldi(t). (5.2.7)
d,(t:a) = di(t) + abdi(), (5.2.8)

are feasible, because for ae[0,&)
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Sult,2] + Son [E,Z]d; (t,%:a) < 0. (5.2.9)
However, the point (d, (¢ ;a@).d, (t :@)) is not feasible, because

Sult1+ Sy dtld, (@) = 0 fordl t, <t < £, (5.2.10)
In spite of this fact. we still would like to choose the step size a; = &, because the objec-

tive function is as a function of o decreasing on [0.&) and (d, (¢:&).d, (¢ ;) is "almost’
feasible. We now define :

Definition 5.7: A pair of functions d, €W {0 and d,ePC[O.T1" are called A-
feasible with respect to the constraints of problem (EIQP/SCOCP/A) if they satisfy :

d. = fltldy + fledd, + fle]l—4'@)  ae 0SeST. (5.2.11)
Dlol + D, [0}, (0) = O, (5.2.12)
Elz1+ E. [T, (T) =0, (5.2.13)

Sl[t_rl—] +S 1x [t—‘rl-]d,\ (t—rl) + Slu [t—;l_]du (t_rl—_)
Sl[{rl+] +S Ix [t_rl+]dx (51) + Slu [t_rl+]du (;r1+)
S, + Sa 521, D < 0 A forall r=0.,..p,.  (52.16)

€0 foral r=12..51, (52.14)
£ 0 foral r=01..p,—1, (5.2.15)

It is obvious that when (d}.d/) is A-feasible. and strict inequality holds for all constraints
(5.2.14) - (5.2.16) which are not in the working set in iteration i, then it is always possi-
ble to select a nonzero step size a; such that (di*1,di*1) is also A-feasible. Thus contrary
1o the finite-dimensional case, the iterates (di,d]) are in general not feasible, but only A-
feasible, i.e. the state equality constraints may be violated at interior points of boundary
intervals. On the other hand they will always be satisfied at junction and contact points
(at all grid points).

As a consequence of this the direction of search consists of two components. A range space
component, which is a result of the constraint violation (i.e. to restore (d}.d}) from A-
feasible 1o feasible) and a null space component, Which is the actual direction of descent of
the objective function in the tangent subspace of the constraints. T

We now turn to the active set strategy, i.e. how the working set is modified in each itera-
tion. This active set strategy is performed after the step size a; has been determined.

Similar to the finite-dimensional case a constraint is added 1o the working set when the
step size a; is restricted by one or more constraints. Considering the example of Figure 5.1,
the interval (¢,.1,%] is added to the working set. In the finite-dimensional case, only one
constraint is added to the working set in order to maintain that the constraint matrix
remained of full row rank. In the present case however, an infinite number of constraints
are added to the working set, because the constraint must hold at all time points of the
interval (¢ z,t—,,z]. In a numerical setting this may in fact cause trouble, i.e. a matrix of con-
straint normals. which approximates the consiraints of problem (EQP/SCOCP) may
become rank deficient as a result of the addition of several constraints in one iteration (cf.
Appendix E4).

m‘th the method of Appendix A, only the null space component needs to be computed,

because the range space component is always zero. This fact was used in the replacement of (A13) -
(A15) by (A16) - (A18).
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In the case that the step size a; is restricted by more than one constraint, i.e. equality
holds for several constraints (5.2.14) - (5.2.16) at the point (df*1,di*!), which were strict
inequalities at the point (d/.d}), then only one such constraint is added to the working set.
This strategy is similar to the (conservative) strategy of the method for the finite-
dimensional case and is followed in the hope to circumvent problems of rank deficiency
mentioned above. Using this strategy it is possible that the step size a; becomes occasion-
ally zero, because a constraint which is satisfied as an equality at the point (d].d}) is not
necessarily in the working set.

We now turn to the subject of deleting constraints from the working set, when the direc-
tion of search has become zero.

First we note that when the direction of search has become zero, then (d},d;) must be a
solution to problem (EQP/SCOCP) with the current working set and hence a feasible point
of the constraints.

In the finite-dimensional case, only one constraint, which has a Lagrange multiplier with a
wrong sign, is deleted from the working set. The situation of the present case however, is
considerably more complex. Reasons for this are, that it seems not possible to derive
optimality conditions for problem (EIQP/SCOCP/A) using the theory contained in Chapter
2, and the fact that the state constraints of order greater than zero represent implicit con-
straints on the control.

The elimination of constraints from the working set, takes in the present case the form of
the elimination of time points or time intervals from one of the working sets W/, i.e.
the working sets which were used in the previous iteration for the constraints (cf.
(4.2.1.18)) :

Sik1+ 8,01, (1) + 8,1t 1, 1) =0 teWi™! I=1...k, +k,. (5.2.17)

The determination as to which point(s) can be deleted from the working sets is based on
the Lagrange multipliers (7.8 .,5,. ), which are obtained as the solution of the linear mul-
tipoint boundary value problem (5.1.3.3) - (5.1.3.11).

The first k; components of the vector 7 are the Lagrange multipliers associated with the
mixed control state constraints

Sylel+ Sy leld, () + Sy ltld,¢)=0  teW/i=! I=1,. k. (5.2.18)

The last k; components of the vector B} are Lagrange multipliers associated with the con-
straints :

ST+ St ld, () + S5, [t1d, ()= 0 teWiTh I=1..k, (5.2.19)
which may formally be interpreted as the p, th time derivatives of the state constraints :
Sz[[t]"l‘Sz[x[t]dX(t): 0 tEWIi_—l I=1... kz. {5220)

The multipliers 8 are Lagrange multipliers associated with the entry point constraints at
=
t”°, ie.

S5 + S5, ) = 0 k=1...p. (5.2.21)

The multipliers ¥, are Lagrange multipliers associated with the interior point constraints
5
atz,’, ie
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S21 [t_,.z] + SZIX [t_,.z]dx (t_rz) = 0. (5222)

The actual determination as to which point(s) are deleted from the working sets is based
on the signs of the Lagrange multipliers corresponding to the state constraint(s). For the
mixed control state constraints (5.2.18) and the interior point constraints (5.2.22), the
Lagrange multipliers are directly available (i.e. the first k ; components of the vector 7} and
the multipliers ¥,, ). For boundary intervals of the state constraints (5.2.20) the Lagrange
multipliers may be obtained from the last k, components of the vector 7 and the numbers
B‘l’; as

d"' ()

o (2) == (=1 (5.2.23)

dt Pr

The Lagrange multipliers associated with entry - and exit point constraints of the form (¢,
is an entry point and ¢ is an exit point) :

ST Mey) + ShMed, ) =0 k=l...p. (5.2.24)
SETMeo) + SES e ld, (e) =0 k=1...p. (5.2.25)
are respectively :
=k +1_
phl= Bl (-1 —— _?ﬁl‘” (t,4+)  k=1..p, (5.2.26)
py—k+1l_.
Pl im — (=1 P_:’f;”v(zz—) k=1, (5.2.27)

The active set strategy consists of the elimination of one time point or one time interval
from the working set and is based on these multipliers.

The criteria which are used to delete time points from the working sets may now be sum-
marized as follows (these rules are in fact based on the more rigorous results contained in
Appendiz C) :

Case 1 : Boundary intervals of mixed control state constraints.
It is supposed that the Lagrange multiplier corresponding to this constraint, ;.
is continuous on boundary intervals. If at some grid point t,}, the multiplier 7,
is strictly negative, then the interval (t,X 1 .5,%1 ) can be deleted from the work-
ing set, provided I, —¢,%; | is ‘sufficiently’ small (Lemma C2). The results in
Appendix C do not give any information about how small the interval must be.
Fortunately. for the specific numerical implementation of the method, it can be
shown that the numerical approximations to the multipliers 7, are also
Lagrange multipliers of a certain finite-dimensional quadratic programming
problem (cf. Section 6.1.2). Therefore, for any mixed control state constraint
with a Lagrange multiplier having wrong sign at a grid point t,}. the interval
(t,11 z,41) may be deleted from the working set.

Case 2 : Contact points of state constraints (order 2 1).
If the Lagrange multiplier ¥, associated with the interior point constraint at t?
is strictly negative, then this contact point can be deleted from the working set
(Lemma C6).
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Case 4 :

Case 5 :
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s St 8, [e1ai )48, [eJaie)

e ot

S8t )i )+, (2 1)

Cases 1 and 3.
Figure 5.2
Interior points of boundary intervals of state constraints (order 2 1). When the
multiplier My is strictly negative at a grid point t,2 which is also an interior
point of a boundary arc, then the interval (5,2, £,%1) can be deleted from the
working set, provided I2,%;—£%; | is sufficiently small (Lemma C5).

Entry- and exit points of boundary intervals of first order state constraints.

To each entry- and exit point of a first order state constraint, one multiplier 7
is associated. If the multiplier 70 is strictly negative, then the boundary inter-
val can be reduced. provided the interval which is eliminated from the working
set is sufficiently small (Lemma C4).

Entry- and exit points of second order state constraints.

For the sake of brevity we consider only the case of an entry point, because the
case of an exit point is quite similar.

To each entry point of a second order state constraint two multipliers are asso-
ciated, i.e. 17,(,). and 17,,1..

— = -
S T [ 7 75 tr2+2

\Szz [¢ 1485, [t i)
Syle 8, [t i)

L7

Cases 4 and 5.1.
Figure 5.3
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Case 5.1 :

Case 5.2 :

if

=1
. 4
Vl(r) — _:Z__r____ < 0,
t,%1 1,
then, the interval [t_,.z,t_,.zﬂ) can be eliminated from the working set, provided
this interval is sufficiently small. In this case the entry point t,? is eliminated

itself and the boundary arc is thus reduced (Lemma C3, part in.
if

=1
. Vi
Vl(r) - :—2——-'—:? > 0,
12—t
and
7l <0,

and, £,%,; is not an exit point, then the interval (¢,214,%,) can be eliminated from
the working set, provided |t72+2 ——E.ZI is sufficiently small (Lemma C3, part
(3i)).

In this case the entry point becomes a contact point and the boundary arc is
reduced.

7272 &
S ‘[ L tr+ltr2+2

—

5 Sy [t 1+ S, It M)

Sault WSy [t1dice)

Case 5.2
Figure 5.4

The various cases are visualized in Figures 5.2 - 5.4.

From the rules stated above it becomes clear that, when the multipliers oY no ,E,B— L,)
satisfy the conditions (5.2.28) - (5.2.33). then no tlime points will be deleted from the
working set.
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neH =0 forallr=01,.5,,1=1,.kq, (5.2.28)

U, 20 for all contact points (5.2.29)

for all interior points of boun-

t 5.2.30
Mo (&%) 2 0 dary intervals of state con- ( )
straints
702 0 for all entry- and exit p.oints (5.2.31)
of first order state constraints
7y
vy — Tz ;7 2 0and 7, 2 0 for all entry points of second (5.2.32)
T order state constraints
—0 17111' =1
vyt I 2 O0and ¥; S 0 for all exit points of second (5.2.33)
r Tl

order state constraints

On the other hand, if the multipliers do not satisfy these conditions then improvement of
the objective function can be made by deleting time points from the working set. However,
in the case that a time interval is eliminated from the working set (cases 3 - 5), a A-
feasible direction of search can only be garantueed if the interval is ‘sufficiently small’.

If the junction and contact points are restricted to an a priori chosen and fixed grid, this
condition may not always be satisfied. Both situations are depicted in figures 5.5 and 5.6,

ST iz, i

o N —{

Saule 8y, [t i)
Sult1+8,, [ lai)

A-feasible direction of search.
Figure 5.5

A possible remedy for this problem is to check whether the direction of search is or is not
A-feasible and in the case that the direction of search is not A-feasible to adjust the grid A.
We note that up to this point the grid A was treated as though it is specified in advance
and kept fixed throughout the first stage of Algorithm 4.4. An advantage of this remedy
is that after the grid A is modified properly, it is possible to continue the algorithm and to
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S =2 = by
T LA —l_trz trz-}-l

—

N Salt 1+, [ 1250
Sult 1482, [t1diG)

Infeasible direction of search.
Figure 5.6
stop only at a point (d/,d;) which is a solution to problem (EQP/SCOCP) and for which
the Lagrange multipliers, corresponding, to the solution of problem (EQP/SCOCP) satisfy
the conditions (5.2.28) - (5.2.33).

The strategy which is used to modify the grid A is essentially motivated by the same

arguments as the rules for the active set sirategy. The following cases may be dis-

tinguished : )

1) An interval interior of a boundary arc was eliminated from the working set. In this
case the grid A is "too course’ and the grid may be adjusted by inserting additional grid
points in the interval which was deleted.

2) An entry- or exit point was eliminated from the working set. In this case, it is
sufficient to shift the grid point which was deleted from the working set. The actual
time point to which the grid point is shifted is simply determined by reducing the
corresponding interval with a constant factor.

The algorithm outlined above may be summarized as follows :

Algorithm 5.8 :

(0) Given a A-feasible pair (d 0.d,°).
i:=0.

(i) If (did}) is feasible, the direction of search (Adi~'.Ad[~') was zero and the
Lagrange multipliers corresponding to the solution of problem (EQP/SCOCP} satisfy the
conditions (5.2.28) - {5.2.33), then ready.

(ii) Calculate a A-feasible direction of search (Ad}.Ad}).

(iia) Calculate a direction of search (Adi,Ad!), based on the solution of problem
(EQP/SCOCP).

(iib) If the direction of search is not feasible for the constraint which was deleted from
the working set in the iteration i-1, then "Modify the grid A" and goto (iia).

(iii) If1(AdI. AN = O then goto (vii).
(iv) Calculate a step size a; and set

ditt = dl + a;Ad],
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4i* = 4 + oAd).

(v) If the step size o; was restricted by one or more constraints, add one of these con-
straints to the working set.

(vi) i = i+1.
goto {i)

(vii) Check signs of multipliers and, if possible, delete a constraint from the working set.
goto (ii).

In Algorithm 5.8 it is assumed that an initial A-feasible point (d,2.d,%) is available in step
(0). In general however, as in the case of finite-dimensional quadratic programming, such
a point is not available. .

With finite-dimensional quadratic programming an initial feasible point may be computed
using a phase 1 - simplex procedure (cf. Gill et al. (1981)). This phase 1 - simplex pro-
cedure may be started with an arbitrary point and generates directions of search for a
linear programming problem by means of a simplex strategy.

A related method is to make use of an algorithm which is essentially similar to Algorithm
5.8. As with the phase 1 - simplex procedure, the constraints of the problem are put in the
objective function when they are violated at the current point, or treated as constraints
when they are satisfied at the current point. The objective function for the linear pro-
gramming problem takes the following form :

k gtk
Fcd) = % [ Guledd, +5ulela) ar, (5.2.34)
=1 WI+
where
W= ee/0T):S,le 1+ Suleddi@) + §,10 i) > o) (5.2.35)

Instead of using the simplex technique for the generation of a direction of search, a direc-
tion of search can be determined as the solution of a quadratic programming problem (i.e.
as in Algorithm 5.8), this is done by means of augmenting the objective function (5.2.34)
with the term

7
3 x (0 x(0) + f(x(t)rx(t)+u(z)ru(t))dt + x (T x(T)}. (5.2.36)
¢

The solution of the resulting quadratic programming problem has the interpretation of the
negative gradient of the objective function (5.2.34) projected on the subspace of feasible
points.

The starting point of this procedure is in general arbitrary. A plausible choice is to take the
solution of problem (EQP/SCOCP) with the last working set which was used in the previ-
ous iteration of Algorithm 4.4. When this point is feasible with respect to the constraints
of problem (EIQP/SCOCP/A), then Algorithm 5.8 is started at this point and when it is
not feasible, then the point is used as a starting point of the phase 1 procedure outlined
above.
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5.3. Determination of the active set of problem (SCOCP).

This section deals with the active set strategy that is to be executed in step (vii) of Algo-
rithm 4.4 and which plays a key role in the second stage of the method. Obviously, con-
vergence of the first stage of the method is assumed and hence an estimate of the solution
of problem (SCOCP) together with estimates for the Lagrange multipliers are available.
Assuming the direction of search became zero in the last iteration of the first stage, these
estimates have the interpretation of an approximation to the solution on the grid A as dep-
icted in Figure 5.7 for a scalar state constraint.

s] t., Lex

approximation on grid A

"~ solution

approximation on grid A

solution

. —
Lenten tex t

Solution of first stage and exact solution.
Figure 5.7

In general this approximation will not satisfy the constraints nor the optimality conditions
of problem (SCOCP) completely. As an example consider Figure 5.7, the state constraint is
violated just after the constraint switches from active to inactive and the multiplier g is
not nondecreasing because it has a negative jump at ¢ ,.

Using the active sel strategy described in this section, the entry- , exit- and contact points
are adjusted, in order to make convergence to a point which satisfies the constraints and
the optimality conditions of problem (SCOCP), possible.

As the example of Figure 5.7 already indicates, the adjustment of the junction and contact
points has a local character and hence the adjustment of the different junction and contact
point is done completely independent of each other.

In this section we shall consider only those cases where junction and contact points of
different constraints do not coincide. A strategy for more general cases is still to be investi-
gated. Two different strategies for the computation of the actual amount of shift of the
junction and contact points are described in Subsections 5.3.1 and 5.3.2. (For a more
detailed treatment we refer to Souren (1986).)
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5.3.1. Determination of the junction and contact points based on the Lagrange multi-
pliers.

One way to adjust the junction and contact points is based on the violation of the con-
straints and the conditions that the Lagrange multipliers corresponding to the state con-
straints must satisfy. This method was in fact already outlined in Figure 5.7.

The entry point ¢, is shifted to the point ¢,,'. where £(¢,,)= €(z.,"). i.e. £(z )—€(t.,)<0
on (t,,.t.,") and £(¢ )~£(¢,,)>0 on (¢,,'T] The exit point ¢,, is shifted to a point where

ars ) . .

_dTP_(x (te.x )'u (tex )'tex ) = 0.
Similar to the description of the active set strategy in Section 5.2 a number of different
cases may be distinguished.

Case 1: Entry- and exit point of boundary intervals of mixed control state constraints.
We shall only consider the case of an entry point, because exit points are treated
similarly. The situation which is likely to occur in the optimal point is depicted
in Figure 5.8.

ST Len
i \ -— t
Su (xi (z )-ui(t ).t ;Wi )
n
W)
['en —
Solution.
Figure 5.8

If the structure of the solution is correct, but the entry point of the constraint
is not correct, then one of the two situations depicted in figures 5.9 and 5.10,
will arise. ¥

T8 i) ()t ;W) and 1§, (£ ;W) denote the value of the mixed control state constraint
S1; and the multiplier 7)y; along the current approximation to the solution in iteration £ , with working
set W',
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In the case depicted in Figure 5.9, a new estimate for the entry point, ¢,," is

determined as :

N, W)= 0.

s

(53.1.1)

ten
= —1
Sy (i)t )e;wi)
i e W)
t("?
Vz ! .t

en

Adjustment of entry point based on multiplier n'.

Figure 5.9
s] _
I, /
' ten’ t‘en —
Sulxi(e)ui(e)e:wh)
gl

£ en — ¢

Adjustment of entry point based on constraint violation.
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In the case depicted in Figure 5.10, a new estimate for the entry point, ¢,,’' is
determined as :

Suxi@e, )ity ;W)= 0. (5.3.1.2)

Case 2 : Contact points of state constraints (order 2 1). The situation which will occur
when the value of the contact point is not correct, is depicted in Figure 5.11. In
this case the new estimate of the contact point, ¢, ' satisfies :

das,; (xi(tc ’)-tc Wi ) _

7 0. (5.3.1.3)

s|

— ¢

S {xi(e ) ;Wi)

Adjustment of contact points.
Figure 5.11

Case 3: Entry- and exit point of boudary intervals of state constraints (order 2 1).
This case is depicted in Figure 5.7. In the case that there is a violation of the
constraint (near the exit point in Figure 5.7), then the strategy is similar to the
case of a mixed control state constraint with Sy, (x? (¢ )u’ (¢ )t ;W') replaced by
So(xi (€)' (¢)e:W), i.e. the p;~th time derivative of the state constraint. In
the case that the Lagrange multiplier £/ is not nondecreasing on [0,T], then the
junction points are adjusted as depicted in Figure 5.7.

We note that in the actual implementation of the method the "nondecreasing”
condition for £/ is expressed in terms of the multipliers B! and m! as defined by
(3.3.6.2) - (3.3.6.3). For first order state constraints this means that directly
use is made of the multiplier y that is associated with the mixed control state
constraint S5 (cf. Lemma 5.3).
Following the strategy outlined above, the junction and contact points are adjusted using
the following scheme :

to) = ®(W), (53.1.4)

because the solution of problem (EQP/SCOCP), which is used as a direction of search in
the second stage of Algorithm 4.4, is governed by the working set W'. Assuming that
shifting junction and contact points gives only local variations in the solution we replace
(53.1.4) by :

te) = D(t,,), (53.1.5)

which reveals that the iteration process is essentially a fixed point iteration. When @ is a
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smooth function we shall have linear convergence if o't ?")A = 0(t . denotes the optimal
entry point) and quadratic convergence if CI>'(£,,, )=0. If ®'(z,.,) # 0 and @'(tl,,) # 1 then
the rate of convergence of the iteration process may be improved by modification of
(5.3.1.5) to a secant iteration process.

5.3.2. Determination of the junction and contact points based on the Hamiltonian.

An alternative way to adjust the junction and contact points is based on the results con-
tained in Theorem 3.12, which state that for all junction and contact points ¢ the follow-
ing jump condition must hold :

Ht+]= Hlt =]~ d £E) 54,71, , (53.2.1)

Given an approximation to the solution (x’u A m{¢ .07°.u') we now define for each
junction and contact point : T

Jy@) = HIE+]- BI-1+ dEG Y S, 171, (5.3.2.2)
and we consider the equation
Iy() =0, (53.2.3)

where f is a junction or a contact point. Equation (5.3.2.3) may be solved via a standard
strategy. which determines a zero of a nonlinear function of one variable. The iterates of
such a strategy will be used for the working sets for successive iterations of Algorithm
4.4. This strategy will in general yield good results, provided Jy') = 0. Unfortunately,
practical examples exist for which Jy (Z)=0 {cf. Figure 5.12). This is a serious drawback
for the use of this technique in a general solution for problem (SCOCP).

i
,”——JH'(;) =90

Tu@)

I (6) = 0

~ — ¢

Defect of jump condition v.s. junction or contact point.
Figure 5.12

+ Note that in (5.3.2.1) straight brackets were used to replace argumentlists involving the solution of
problem (SCOCP) and in (5.3.2.2) these brackets were used to replace argumentlists involving the
current iterate.
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6. Numerical implementation of the method.

This chapter deals with the most important aspect of the numerical implementation of the
method, i.e. the numerical solution of the linear multipoint boundary value problem,
which is to be solved in order to obtain a numerical approximation to the solution of prob-
lem (EQP/SCOCP). Section 6.1 deals with a motivation for the choice of the integration
method and an inspection of the set of linear equations to be solved. The solution of this
set of equations is considered in more detail in Section 6.2. The truncation errors of the
integration method are considered in Section 6.3. For the sake of completeness, a number
of computational details of rather specialized nature are given in Appendices D and E.

6.1. Numerical solution of problem (EQP/SCOCP).

6.1.1. Solution of the linear multipoint boundary value problem.

From Theorem 5.6 we recall that the solution of problem (EQP/SCOCP) can be obtained as
the solution of the following linear multipoint boundary value problem ¥ :

d’x fx 0 dx fu 0 du f _x':i

| T < 1.

A —M, —fT||A M5 —(R2Y | |n: o 0L:t<T (6.1.1.1)
RZ O |d, R? 0 d, RP <<

0 ML A + M, RO ||n; + fou 0stsT. (6.1.1.2)

D.[o} of|4,(0) 0 DIo]

My I{[x@ | F |D.1oF |7 F T |k loF | (6.1.1.3)
N [£,)a,G;) = — NI ), (6.1.14)
A(;j'i‘): )\(;j—)_Nx[;j]TXj, (6115)

EI[T] 0 ||a.(T) 0 EIT]
Ms Il (A | Y EIrY [# = 7 |godrT | (6.1.1.6)

where 7); denotes the k(¢ )-vector of components of the multiplier m corresponding to the
active constraints. The matrices N, [¢ ;] and the vectors N £ ;1 represent the interior point
constraints (5.1.3.9) and (5.1.3.11). The vectors X; contain the multipliers El‘, and vy;.
The notation £ ; is used for the junction and contact points, in order to simplify notation.

The set of equations (6.1.1.1) - (6.1.1.6) can be transformed into a standard linear mul-
tipoint boundary value problem, by means of substitution of

-1

d, Rf 0 RZ 0O |d, RP
)T T [ Ms REY M ] (6.1.1.7)
into (6.1.1.1) and elimination of the vectors ¢, X; and u using :
o == (D,[0F )*(he [0F + A(0) + M,d, (0)), (6.1.1.8)

T Obviously, it is assumed that the hypotheses of Theorem 5.6 hold.
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X; = ;PG —) = AGE;+)). (6.1.1.9)
p == ETT ) g lTY + MT)— Msd, (T). (6.1.1.10)

Substitution of respectively (6.1.1.8) in (6.1.1.3), (6.1.1.9) in (6.1.1.5), and (6.1.1.10) in
(6.1.1.6) yields a set of 2n boundary conditions and 2r interior point conditions at each
point ¢ ;. ¥

Equations (6.1.1.1) - (6.1.1.6) can thus be transformed into :

v()= A tv@)+ Bltlw(@) + e )ft]  ae 0S:<T, (6.1.1.11)

0 = Atv@)+ Boltw(e) + colt]  ae O0SesT, (6.1.1.12)
Kw(0) +1,=0. | (6.1.1.13)
K@, +)+KvE, =)+, =0 al j. (6.1.1.14)
Kev(T)+ 1l = 0. (6.1.1.15)

For the numerical solution of ordinary boundary value problems two types of methods
may be distinguished :

1) Shooting methods.

For linear boundary value problems these methods are called methods of particular
solutions. Of practical importance are multiple shooting methods. With these methods
the entire interval [0,T] is divided into a number of subintervals. The values of the vec-
tor v are estimated at one side of the subinterval and the values on the other side of
the subinterval are obtained as the solution of an initial value problem. The solution
obtained in this way will not be continuous on boundary points of successive subinter-
vals, nor will it satisfy the boundary - and interior point conditions. Using the defect
of the boundary -, interior point - and continuity conditions of a number of solutions
with different initial values of the vector v, it is possible to compute the correct initial
values of v (cf. Stoer et al. (1980) and Miele et al. (1968)).

2) Approximation methods.
With these methods the time functions v are approximated using a finite-dimensional
base. The equations (6.1.1.11) - (6.1.1.15) yield in a way dependent on the actual
method, a set of linear equations. This usually large and sparse system of equations
may be solved using sparse matrix techniques.

In the implementation of Algorithm 4.4 an approximation method is chosen in favour of a
shooting method, because of the following arguments :

a) For shooting methods usually a Runge-Kutta like integration method is used, in order
to allow control of the truncation error in solving the initial value problem. Because the
right hand side of (6.1.1.11) dependents on the current estimate (x'.u’ .\’ MLED) of the
solution of problem (SCOCP), some kind of interpolation of the time functions
(xiui A" miED) is required. Practical experience showed that this may cause problems
(cf. Souren (1984)). With an approximation method these problems are circumvented
by the use of a fixed step integration method. #

¥1In addition to equations (6.1.1.4) - (6.1.1.5) use is made of the condition d, (;J +)=d, (Zj -).

# For the implementation of the active set strategies, discussed in Sections 5.2 and 5.3, an interpolation
scheme for the time functions is required anyway.
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b) At every time point where the right hand side of (6.1.1.11) is to be evaluated, the
equation

Boltlw = —cyle]— Ayle v,

must be solved for w.
It is considered an advantage of approximation methods that the equations (6.1.1.11)
and (6.1.1.12) can be treated similar.

c) The actual implementation of the particular approximation method chosen can be
linked directly to the solution of a large, sparse quadratic programming problem. This
allows a more or less standard numerical approach (cf. Section 6.2).

Within the class of approximation methods a distinction can be made between finite
difference methods (with extrapolation) and collocation methods. It can be shown that for
higher order methods. collocation methods using polynomials of order 2 2 are more
efficient than finite difference methods (cf. Souren (1986)). Therefore only methods of this
type will be considered here.

The time functions are approximated using piecewise polynomials on [0,T], i.e. given a grid
0=10<t1 < oty <1, =T, A ‘ (6.1.1.16)

the function v (¢ ) is approximated using ! th-degree polynomials on (¢, ., +1). For each time
function this yields I +1 coefficients on each subinterval (¢, .z, +;). One of these coefficients
will be determined by the fact that the function v must be continuous at the points #, (or
must satisfy equation (6.1.1.15)). The other [ coefficients are determined by the condition
that the differential equation must be satisfied at { distinct points on the interval (¢, £, 1 ).
These points are called the collocation points, which are defined using I numbers p; which
satisfy :

0 p; < pr < ... <p; €1, (6.1.1.17)
The collocation points on (¢, .2, 4+;) are defined by :

Tpei =t + pih, i=1,..0 r=01..p—1, (6.1.1.18)
where '

R =ty — £, (6.1.1.19)

Because the approximating functions are polynomials on the intervals (¢, .Z, ;) the time
points 7 ;, where (6.1.1.15) must be satisfied, can only be points of the grid (6.1.1.16).
This yields automatically the grid A? (cf. (4.2.2.1) - (4.2.2.3)), i.e. the grid to which the
junction and contact points of the state constraints with order Z 1 of problem
(EIQP/SCOCP) are restricted during the first stage of the solution process. The grid Al, i.e.
the grid to which the junction and contact points of the mixed control state constraints are
restricted may be chosen to be all collocation points. The reason for this is that in the col-
location method these constraints enter the formulation only at these points, i.e. only the
values of the mixed control state constraints on the collocation points are required (see
description of the collocation scheme below).

The collocation scheme is governed by the actual parameterization scheme used for the
finite-dimensional representation of the (approximating) time functions. There are two
obvious alternatives to this parameterization :
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1) The truncated power base is used to represent the time functions on the interval
(¢, 1, 41). ie.

[ N
vit)= Y, —1) t 1 <t
i=0
In this case the coefficients of the polynomials, v, ;, are used as parameters in the collo-
cation scheme.

2) The values of the time functions v on the grid points and the collocation points, i.e.
v, ) v (T e v (7, 4 ) are used directly as parameters in the collocation scheme.

The second parameterization scheme was actually chosen. A motivation for this may be
that the truncated power base is nol always a suitable base for piecewise polynomial inter-
polation (cf. de Boor (1978)). T The derivation of the collocation scheme based on this
second scheme is done via the application of implicit Runge-Kutta schemes 10 the boun-
dary value problem (see also Weiss (1974)). To this end the following quantities are
defined, using numbers p; that satisfy (6.1.1.17) :

Py
wy = [ Li(s)ds =1 k=10, (6.1.1.20)
Q0 .
where
(s —p;)
L (s):= —— 0<sS 1L (6.1.1.21)
¢ e =
ik

The weights w ;; lead to the following set of quadrature rules :

p/
[ots)ras ~ Loudo) (6.1.1.22)
1) k=1

In case that p;>0 and p; <1 in the collocation method, the introduction of ! additional
weights is necessary :

1
@ = [Li(s)ds (6.1.1.23)
i
The weights @, are also used in a quadrature formula :
! {
[o(s)ds ~ Tawslp,). (6.1.1.24)
] k=1

Depending on whether p;=0 or py>0, and whether p;=1 or p; <1, different collocation
schemes will follow.

Up till this point the numbers p; were treated as arbitrary fixed quantities. However, the
actual choice of these numbers is still left open. These numbers may be chosen such that
the order of the quadrature formulas (6.1.1.24) is maximized. In addition, one is able 10
fix p; to zero and/or p; 10 one. When p, and p; are not fixed, this maximization yields the
Gaussian quadrature formulas, where p1>0 and p; <1 (cf. Stoer et al. (1980), p.142-151).

¥ We note that this base was used in an earlier implementation of the method (cf. de Jong et al. (1985)).
Numerical evidence also pointed out that the second base is a better choice.
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The numbers p;, which define (collocation) points on the interval [0,1]. are called the
Gauss points. When either p; or p, is fixed, the points p; become the so-called Radau
points and when both p; and p, are fixed then the so-called Lobatto points follow. It can
be shown that usually the Lobatto points are the most efficient from a numerical point of
view (cf. Weiss (1974)). However, for the specific case considered here, the use of Gauss
points seems 10 have a significant advantage over the use of Lobaito points. The reason for
this is that, using the Gauss points, the set of linear equations that results from the collo-
cation method applied 1o the specific linear multipoint boundary value problem (6.1.1.1) -
(6.1.1.6) can be tranformed into a symmetric indefinite system, which allows a solution
procedure that makes efficiently use of this structure. This transformation seems not pos-
sible when the Lobatto points are used. Therefore the Gauss points are used in the current
implementation of the method.

The collocation scheme follows from the approximation of the integral equations which
follow from (6.1.1.11) as :

Tir+i

V(Tlr'+i)= V(l,,+)+ f [Al[slv(5)+Bl{s]w(5)+01[5] ds

i=1,..0 r=01,..p-1 (6.1.1.25)

a1~
vt =)= v +) + f

o+

Aylslv(s)+ Bilsw(s) +c1[s]l ds

r=01,...p—1. (6.1.1.26)

Approximation of (6.1.1.25) ~ (6.1.1.26) using (6.1.1.22) and (6.1.1.24) yields the follow-
ing set of linear equations :

!
v(r, o) =v, ¥)+ b Loy [A Ui (7 40 ) + Bilr g (700 ) +
k=1

cilry 4] i=1,..0 r=01,..p—1, (6.1.1.27)

:
vit, =)= v, +) + b T @y [A Wrr e Wi Y+ Bilrp i I (T ) +
(=1

r=0,1,...p—1. (6.1.1.28)

eql7y el

The vector w is determined by the algebraic equation (6.1.1.12) almost everywhere on
{0.T]. For the numerical solution of (6.1.1.27) - (6.1.1.28) the value of this vector is only
required at the collocation points, this yields the following equations :

0 = Ayt i W7, 4) + Bolrpwilw(n, o) + colry 4]
i=1... r=01..p—1. (6.1.1.29)

At every grid point ¢, (»=1...,p—1) an equation of the form (6.1.1.14) holds. because
either z, coincides with one of the time points ;j or the v (¢ ) must be continuous at ¢,, in
which case (6.1.1.15) holds with K;*=17, K;”"=—/, and {; = 0. ¥ Combination of (6.1.1.13)

T A1 this point it is assumed that ¢ =0 and £ =7 are not junction and contact points. Generalization to
this case may be done by taking the boundary - and interior point conditions together.
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- (6.1.1.15) with (6.1.1.27) - (6.1.1.29) yields a sparse set of linear equations that can be
solved using sparse matrix techniques.

We note that combination of (6.1.1.14) and (6.1.1.28) allows the elimination of either
v(t, =) or v(z,+) from the set of linear equations.

6.1.2. Inspection of the collocation scheme.

In this section the set of linear equations that follows from the collocation method applied
to the linear multipoint boundary value problem for the solution of problem
(EQP/SCOCP) will be considered in more detail.

In Section 6.1.1 the collocation method was outlined using the compact formulation, of the
linear multipoint boundary value problem, of equations (6.1.1.11) - (6.1.1.15). For the
implementation of the collocation method use is made of the structure of the equations
(6.1.1.1) - (6.1.1.6) which is hidden by the more compact formulation. To outline the
essence of the approach, equations (6.1.1.1) and (6.1.1.2) are rewritten as :

- M, Ms|id, @R[ Jox <. <
0 M:I; M| |d. + fl.{ (le)r N1 + Fou 0%t &7, (6.1.2.1)
d, fo fullds .o
0 R{" R,f du o7 (6122}

Here a distinction is made between the equations due to the constraints of problem
(EQP/SCOCP), i.e. (6.1.2.2) and the equations which result from the optimality conditions
for problem (EQP/SCOCP). i.e. (6.1.2.1). The main result of this section will be that the
linear equations that follow from the collocation method applied to the equations (6.1.1.1)
-(6.1.1.6) can be transformed into a set of linear equations of the form

M CT
c 0

d
{

where the submatrices C and M are sparse and banded.

it 4

b (6.1.2.3}

For the solution of the collocation scheme effective use of the special structure of the sys-
tem (6.1.2.3) is possible.

As a first step towards the transformation outlined above we consider the linear equations
due to the constraints of problem (EQP/SCOCP), that arise in the collocation scheme, in
more detail. To the notation we note that d denotes the approximation to d, (¢, ), dl
denotes the approximation 1o d, (7, +;) and d; * denotes the approximation to d, (7, 4;). %

N I . I . g
dii=di+h ey fr, e F L 7 M5+ elr, 4 1],
r=1

i=1..0 r=01..,p-1, (6.1.2.4)

¥ In the collocation method we must also have d . (t,, +)= d, (t,. —).
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it =dl +h, ‘ila"u lf‘ [T Ja0 + fulrp i 3 + elry ]
r=01....p—1,
RElT, )"+ Ril7, 4 )dy "= — RP[7,4;] i=1.0 r=01
D [told (to) = —Dlty], |
Nt ld,(t,)= =NIt,. ] r=1,..p—1,
E1,)d.,) = =Elz, ]

[
where:elt]:= flt]— ') 0<¢<T.

(6.1.2.5)
(6.1.26]
(6.1.2.7)
(6.1.2.8)
(6.1.29)

Using the notation introduced below, the equations (6.1.2.4) - (6.1.2.9) may be written in

the matrix notation :

Cd = b,

where :

The submatrices C, (» =0,1....,p—1) consist of :

K, 0
N, ] 0 ) .
0 Re[r, 1] RPT,add O
0 0
0 0 0 .
C = I G Hy, G
7 G H oy,
1 G_Ilr }er
1 G 1r H 1r
-1
Cp - Ex [T] N

(=

Rl{’[T[l + ]
Hllr

H itr
H ir

(6.1.2.10)

(6.1.2.11)

(6.1.2.12)

(6.1.2.13)
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with :

Hil

D, [0] r=0
-7 r=1

hr W, /\ [Th +j]

hl(‘uljf\ [Th +J]_
= h, aif\ [Th +:] L= 1,...

= koo, fdr,.,] =101

= hraifu [Tlr«h] i=1,.

1 r=01..p—1,

The vectors d and & have the following components :

a0

DI[0]
R? [71]

k=1
N, ]
R [Tlr+l]

Ri7, 4]

!
Z Wy 9[7'1;»+k ] h,

k=1

!
Yogelr,wlh,
k=1

i
Z wielr, 4 1n,

k=1

ElT]

j=1.1 r=01..p—1,

! .
Yagelripopecl b,y

(6.1.2.14)

. 16.1.2.15)

(6.1.2.16)
(6.1.2.17)
(6.1.2.18)

(6.1.2.19)
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The optimality conditions for problem (EQP/SCOCP) are treated in a similar way. As a
notation we use A"+ to denote the approximation to A(¢,+), A"~ for the approximation to
A, =), A" for the approximation to A(7,4;) and m}- for the approximation to
N7(74+i). The collocation method applied to the optimality conditions for problem
(EQP/SCOCP) yield the following equations :

)\r,i

I
Nt = b YogMolr, i + fulr,  FAE + Ml a4 +
£=1

Rt Vi + foulmp i D i=1,..0 r=01...,p—1, {(6.1.2.20}

!
NHT = A F — p Y a, (Mot I+ f e TN 4 Malrg, 0 Jd) % +
=1

Relt, o i+ + fo Ly eu D r=01,..p—1,  (6.1.221)

Mty Fadli+ f 1,0 YN+ M7, M+ + RO7, Y np+i=

= foltosi ¥ i=l.l 7=01,..p—1, (6.1.2.22)
Md?+ 2\ + D.[0F o = — hy[0F, (6.1.2.23)
At =T = N s r=1,..p~—1, {6.1.2.24)
Msd? ~ N~ + EJTY u=—glTTF. (6.1.2.25)

To equations (6.1.2.23) and (6.1.2.25) we note that A** denotes the approximation to
A(0) and AF~ denotes the approximation to A (7).

Now the variables {, , and 0,, ,; are introduced as :

i y v
L —Lp = AT AT r=01,..p—1, (6.1.2.26)
k=1 W;

0p4i = hainl*  i=1...l r=01...p—1. (6.1.2.27)
Equations (6.1.2.20) - (6.1.2.25) can be transformed into the form :
Md +CT¢{=—c, (6.1.2.28)

provided the weights @;; and @; satisfy the condition :

W;; W
—4 + L =1 i=1..0 j=1..L (6.1.2.29)
@ ; w;

The matrix M has the following block structure :
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MO

MO,I

M = M (6.1.2.30)

Mp—l,l

with
L _ Mol 4] Ml ] ( 31)
M = ho,; Mir, uF Mlr, .0 6.1.2.31
The components of the vectors { and ¢ are :
o hOx [O]T
0, ho®@ 1fou [11)
)\r,-— .
X 0
6, 11 hwfolr,
. h:’a—]j()u [Tlr+]]r
(= |6, c = . (6.1.2.32)
Cr 1 :
. ho@, forlty ¥
{r g hr a[ fOu [Tlr +1 ]T
)\r+l.— 0
AP .
M gox [T ]T

We note that the transformation of (6.1.2.20) - (6.1.2.25) into (6.1.2.28) and vice versa is
somewhat lengthy and essentially follows similar lines as the proof of Theorem 2.1 of
Weiss (1974). Condition (6.1.2.29) has been verified for the case that the points p; are the

Gauss points.
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The full set of linear equations to be solved, in order to obtain a numerical approximation
for the solution of the linear multipoint boundary value problem can thus be transformed
into :

McCT
c 0

d
4

which consistute precisely the first order necessary conditions for optimality for the fol-
lowing quadratic programming problem :

—-cC

b (6.1.2.33)

Minimize cfd + ;dT Md, (6.1.2.34)

subjectto : Cd = b, ’ (6.1.2.35)

provided the matrix M is positive definite on the null space of the matrix C. This shows
in fact that the solution of the set of linear equations, which follows from the collocation
method applied to the linear multipoint boundary value problem, which was obtained
from the combination of the constraints and the optimality conditions of problem
(EQP/SCOCP), is essentially the same as the solution of a certain quadratic programming
problem which can be obtained as a certain finite-dimensional approximation to problem
(EQP/SCOCP). )

We note that when the points p; are the Lobatto points, then a similar transformation
seems no longer possible, which argues in favour of the use of Gauss points, because in this
case it is possible to use the special structure of (6.1.2.33) in the numerical solution of the
set of linear equations.

6.2. Numerical solution of the collocation scheme.

In this section the numerical solution of the collocation scheme will be considered. From
the previous section we recall that the collocation scheme allows the following compact
formulation : '

McCT
c 0

d
£

where the matrices C and M are sparse and banded. When M is semi-definite then this
system is regular if and only if both the submatrices (M C7) and C have full row rank.
Throughout this section we shall assume that at least the matrix C has full row rank.

—-cC

sl (6.2.1)

As a notation we shall use n as the dimension of the vectors d and ¢, and m as the
dimension of the vectors { and &. The matrices C and M are thus respectively 7 X7 and
X7 matrices.

6.2.1. Consideration of various alternative implementations.

We shall first consider three alternatives for the numerical solution of the sysiem of linear
equations (6.2.1) individually.
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Method 1 : Direct solution of the collocation scheme.

The left hand side of (6.2.1) contains a symmetric indefinite (77 +77 )X (% +n ) matrix. The
matrices C and M are both banded. Using suitable column and row permutations, the ma-
trix

M CT
c o

can be transformed into a banded (symmeiric indefinite) system. t The resulting banded
system may be solved by determination of a suitable factorization of the matrix, making
use of its sparsity and symmetry, followed by the solution of a number of triangular sys-
tems (cf. Golub et al. (1983}, p.100).

We note that for the factorization the submatrix M need not be invertible. (As an example
consider the special case of a linear program, i.e. M =0 and =f.)

Method 2 : Range space methods.

When the matrix M is invertible, another solution procedure is possible. System (6.2.1)
then yields :

d=—MYc+CTD. ‘ (6.2.1.1)
and
(CM~icT) = — (CM™'c +b). (6.2.1.2)

where d and Z are used 1o denote solutions of system (6.2.1).

If the mau"\ix C is of full row rank, then also the left hand side of (6.2.1.2) is invertible,
and hence { can be obtained as

{=— (M- CcTy CM™c +b). (6.2.1.3)
Combination of (6.2.1.3) and (6.2.1.1) yields :

d=-+cT(CM™ICTYICIM e — CT(CMICT) ™. (6.2.1.4)
The method requires the determination of suitable factorizations of the matrices M and
(CM~'CT). Once these factorizations are determined, (6.2.1.3) and (6.2.1.4) can readily be
solved. Because in the present case the matrix M is not invertible, this method is not

applicable for the solution of the collocation scheme. (The matrix M is a block diagonal
matrix with a number of zero blocks on the diagnonal, cf. equation (6.1.2.30)).

Method 3 : Null space methods.

A third alternative to the solution of the system (6.2.1) is to split the solution vector d
into two parts, i.e.

d =dp +dy. {6.2.1.5)

where dj is the component of d in the range space of the matrix CT such that

t Essentially this yields a system similar to the one given by de Jong et al. (1985), who considered a im-
plementation of the collocation method based on an other parameterization scheme.
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Cdy = b, (6.2.1.6)
and dp is the component in the null space of the matrix C, i.e.
Cdy = 0. (6.2.1.7)

Let ¥ be an 7 X/ matrix whose columns are a base for the range space of the matrix C7
and Z an xX{7—m ) matrix whose columns are a base for the null space of the matrix C,
ie. Y7Z=0and CZ=0, then d, as any vector d € R?, can also be written as :

d =Yd, +7Zd, = dg +dy, (6.2.1.8)
with :dR = Ydy.

dy = Zdz.
If the matrix C has full row rank, then the rows of the matrix C and the columns of the

matrix ¥ are both a base for the range space of the matrix C7, so the matrix (CY ) is regu-
lar. Hence the range space solution part dp can uniquely be determined from

(CY)¥, = & (6.2.1.9)
Combination of the upperpart of equation (6.2.1) with (6.2.1.8) gives :

Mzd, + CT{ = — ¢ — MYd,. ‘ (6.2.1.10)
and premultiplication with Z7 yields :

(27MZ)d, = —ZTc — 2T MYd,. (6.2.1.11)

When the matrix (Z7 MZ ) is regular, then a unique null space solution component d, will
exist.

The Lagrange multipliers { may be obtained using the upperpart of (6.2.1) premultiplied
by Y7, ie.

YTMd +YTcTi{=—-YTc, (6.2.1.12)
or, equivalently

CYYi=—vYT(c + Md). (6.2.1.13)

Observing that (CY ) is regular yields that (6.2.1.13) can be solved.

Obviously, a practical implementation of the Null space method requires the determination
of the matrices Y and Z. We shall mention two alternatives.

Let the matrix C be partitioned such that
C =1[BS] (6.2.1.14)

where B is an (7 Xm ) regular matrix and S an m X (7~ ) matrix. Then Y and Z can be
taken as :

Yy = CT, : (6.2.1.15)

~B71s
I

z (6.2.1.16)

Using (6.2.1.14), (6.2.1.15) and (6.2.1.16) one easily verifies that
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cy = ccT, (6.2.1.17)
and
CZ =0 (6.2.1.18)

The method based on this choice is called the Null space method based on variable reduc-
tion.

An alternative representation is based on the LQ-factorization of the matrix C. i.e.
c =[L o). (6.2.1.19)
where L is an (mXm) regular lowertriangular matrix and Q an (A Xx#a) orthogonal

matrix.

If the matrices ¥ and Z are respectively chosen as the first M and last A—m columns of

Q. ie.

g=1[rzl {6.2.1.20)
then

¢y =1L, CT=YLT, A (6.2.1.21)
and

czZ = 0. (6.2.1.22)

Because Q is an orthogonal matrix the matrices Y and Z satisfy :

Y'Y = I, (6.2.1.23)

Y’z =0, (6.2.1.24)

2772 = I;_5, (6.2.1.25)
where I and I; _5 denote the m X/m and (7 —m Yx (7% —m ) identy matrix.

The Null space method based on LQ-factorization of the matrix C requires thus the solution
of :

Ld, = b. (6.2.1.26)
(zTMz)d, = — Z7(c + MYd,), (6.2.1.27)
d = zd, + Yd,. (6.2.1.28)
LTg=—YT(c +Md). (6.2.1.29)

Considering the various methods for the solution of the collocation scheme mentioned
above, we notice that in general, Null space methods have an advantage over the direct
solution of the system (6.2.1) (ie. method 1), because instead of the solution of an
(77 +7 )% (7 +71) system, these methods require the solution of two systems of smaller
dimension, i.e. mxm and (F—im )X(F—m). From (6.2.1.26) - (6.2.1.29) we recall that
with the Null space method the computation of the solution d and of the Lagrange multi-
plier vector Z are done separately. Because these quantities are used in different steps of
Algorithm 5.8, they need never be compuled unnecessary, as is the case with the first

method, i.e. the direct solution of (6.2.1).

120



Numerical implementation of the method

The implementation of the Null space method was done using the LQ-factorization of the
matrix C. This choice was made in view of the condition of the matrix Z7 MZ . This con-
dition is of great importance for the amount of effort necessary for the solution of system
(6.2.1.27). because this system is solved using an iterative method. The motivation that in
general, this is never a bad choice is based on the following reasoning. Suppose the Null
space method is implemented with an arbitrary matrix Z, then Z can be written as :

Z=2zw,
where Z is the matrix consisting of the last ' —m columns of the matrix Q@ and W is an

(F—m )X (F—m) regular scaling matrix. It may be verified that the condition number of
the matrix Z7 MZ satisfies : ¥

K(ZTMZ) € x(ZT MZ )W),

which indicates that the condition number of the matrix W may destroy the condition of
the matrix Z7 MZ compared to the condition number of the matrix Z7 MZ.

We also note that a much stronger motivation for the use of the LQ-factorization would
have been possible when the matrix M would have been positive definite (cf. Gill et al.
(1974b)). For in that case it is possible to show that the LQ-factorization is the optimal
choice with respect to the minimization of the condition number of the matrix ZTMZ.

6.2.2. Numerical solution of the collocation scheme by means of the Null space
method based on LQ-factorization.

The equations involved in the numerical solution of the collocation scheme by means of
the Null space method are recapitulated below :

c =[L olp’. (6.2.2.1)
g=1[2zl (6.2.2.2)

Ld, = b, (6.2.2.3)
(2TMZ)d, = — ZT(c + MYd,), (6.2.2.4)
d =Yd, + Zd,, (6.2.2.5)

LTt = —YT(c + Md). (6.2.2.6)

Systems (6.2.2.3) and (6.2.2.6) are respectively lowertriangular and uppertriangular sys-
tems. Their solution is quite standard and is done respectively by forward elimination and
back substitution (e.g. cf. Golub et al. (1983), p.52). The two major problems in the solu-
tion of the collocation scheme via (6.2.2.1) - (6.2.2.6) are the LQ-factorization of the
matrix C and the solution of system (6.2.2.4).

The LQ-factorization of the matrix C is done by means of Householder transformations.
Because the matrix C is large and sparse (banded), it is advantageous to modify the usual
orthogonalization procedure for dense matrices (e.g. cf. Golub et al. (1983) or Lawson et
al. (1974)) following the ideas of Reid (1967). The LQ-factorization procedure yields the

+ k(W) denotes the condition number of the matrix W, i.e. | WIlll W U], where we use the 2-norm

for the matrix norms.
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matrix L explicitly, which is beside lowertriangular also banded, and the matrix Q impli-
citly, as a product of Householder transformations. The vectors which define these House-
holder transformations require essentially the same amount of storage as the (sparse)
matrix C. It can be shown that the matrix Q is, in general. a dense matrix, and hence it is
not efficient to form the matrix ¢ explicit. A more detailed description of the LQ-
factorization process is given in Appendix D.

As a result of the fact that the matrix Q is available in factored form, i.e. as a product of
Householder transformations, it is possible to compute matrix-vector products of the form
Qd and Q7 d . Hence Yd,, Zd,, YTd and Z7d can also be computed because :

dy
Qlo| = Yd,. (6.2.2.7)

0
Qly | = Zd., (6.2.2.8)

z

yTd
T
The product (Z7 MZ )d, can thus be computed as :

zT-(M(Z-d.)). (6.2.2.10)

To form the matrix Z7 MZ explicitly, the columns may be generated by computation of
the vectors

ZT MZe, j=l..A-, (6.2.2.11)

where e; is the jth column of the (7 = )X (# —m ) identy matrix, i.e. /;_5. The product
(6.2.2.10) is thus 1o be evaluated (Z— ) times. When the matrix Z7 MZ is positive
definite (which is true in most of the cases considered here). then the solution of equation
(6.2.2.4) can be obrained using Cholesky factorization. The numerical effort to solve
(6.2.2.4) after Z7 MZ has been formed is thus approximately (77— )3/6 flops. T An alter-
native way is to solve (6.2.2.4) by means of an iterative method. In many cases, a suitable
iterative method for the solution of a large sparse system is the linear conjugate gradient
method (cf. Golub et al. (1983)). This method requires in most cases less than 7 —7 itera-
tions. Each iteration involves one evaluation of the matrix-vector product (6.2.2.10) and
approximately 5(7— ) flops. Thus the linear conjugate gradient method requires only
S(m—m)* flops, in addition to at most A-—m evaluations of a matrix-vector product
(6.2.2.10). This clearly argues in favour of the solution of (6.2.2.4) by means of the linear
conjugate gradient method.

An alternative motivation for the use of an iterative method follows from the considera-
tion of the dimensions of the matrix Z7 MZ , which are equal to the dimension of the null
space of the matrix C. % An upperbound for the dimension of the null space of the matrix
C is obtained from the case that the working sets W; of problem (EQP/SCOCP) are empty
(i.e. no active state constraints). In this case the row dimension of the matrix C is (cf.
miaﬁon of floating point operations.

# We note that because the matrix Z consists of columns of the dense matrix Q , the matrix ZT Mz
will also be dense.
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Section 6.1.2) :
m=c+n(l+1)p +gq.

The dimension of the vector d is:
a=nl+1)p + mlp +n,

and hence, the dimension of the null space of C is in this case :
n—m=mlp+n—c-—gq.

Practical cases are [ 22 (at least two collocation points per grid interval), p 2 25 (at least
25 grid points), m 2 1 (at least one control variable), n —c—g =0 (e.g. c=n , g=0, initial
state completely specified and terminal state free). This yields as an optimistic upperbound
for the dimension of the null space 50 and hence Z7 MZ can be a dense 50 X 50 matrix,
which indicates that in ‘normal’ cases the matrix Z7 MZ can be quite large.

The linear conjugate gradient method is recapitulated below, from Golub et al. (1983), for
the solution of the equation

Gp = —g. ) (6.2.2.12}
Algorithm 6.1 (p,g,G,e€)
Initialize
Po=0
o= —g
i =1
Bi=0

Do linear conjugate gradient steps untill the required accuracy is achieved.

while llr;_ill/ligh > €

do
Bi = ri_yrici/rorios i>1)
u =g+ Biuiog B;=0)
a; = rl_ri 1/ ufGy;)
Pi = pi-1t ooy
ri =iy = a;Gy
i =141

od

A formal motivation for this algorithm may be found in the unconstrained minimization
of the functional

o(p) == g'p +1p7Gp. (6.2.2.13)
using directions of search ; and step sizes a;. The vector r; satisfies :

ri=—g=Gp. (6.2.2.14)
and

Vélpi) =g +Gp =r;. (6.2.2.15)

The linear conjugate gradient algorithm has at least a linear rate of convergence, with
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convergence factor

(G~ 1
V(G + 1’

where (G ) := IGII-NG ™Y is the condition number of (6.2.2.12).

In order to obtain satisfactory convergence properties, the condition number must be close
to unity. This leads to the consideration of scaling methods in order to improve the condi-
tion of (6.2.2.12). The development of scaling methods is difficult because the matrix G is
not explicitly available. Hence the application of the usual scaling methods for iterative
methods, seems not possible. Fortunately, the Null space method allows the simultaneous
application of the two strategies outlined below. Experiments with the implementation of
the method show that these strategies do in fact yield a significant improvement with
respect to the amount of numerical effort.

(6.2.2.16)

Scaling of the collocation scheme.
The collocation scheme is transformed into :

DIMDg + DICT{

— Die, (6.2.2.17)
CDig = b, : (6.2.2.18)

where D is a regular scaling matrix. The solution of the collocation scheme using the Null
space method is in this case computed from

ch,=[L olo7, (6.2.2.19)
o=1r2z] (6.2.2.20)

Lg, = b, (6.2.2.21)

(2T DIMDZ)g, = — ZTDY(c + MY3,). {6.2.2.22)
d = DY§, + D,Z4,. (6.2.2.23)

LT = —YTDT(c + Md). (6.2.2.24)

The scaling matrix D; must be chosen in a way that
k(ZT DIMD\Z) is small. (6.2.2.25)

Unfortunately, there is no general rule that can be used for the choice of the scaling
method. A method that works well in many practical cases is to choose D, as a diagonal
matrix with elements such that the diagonal elements of the matrix D;MD; are all equal
to one. In our case however, the diagonal elements of M can also be negative or zero.
Therefore the diagonal elements of D are chosen 1o be :

1

maxien JTM; 1}

where €p is a small quantity.

(D) (6.2.2.26)

Preconditioning of the linear conjugate gradient algorithm.

A second scaling strategy is based on preconditioning of the linear conjugate gradient
method, which means that the so-called preconditioned equation
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D;GD;Yg, = — Dslg, (6.2.2.27)

is solved rather than equation (6.2.2.22) {cf. Golub et al. (1983)). Here D, is a nonsingu-
lar, symmetric scaling matrix. Once the solution of (6.2.2.27) g, is determined, the solu-
tion of {6.2.2.12) follows as :

g, = D3'g,. ’ (6.2.2.28)

With this preconditioning strategy, the linear conjugate gradient algotithm becomes :
Algorithm 6.2 (q,g,G,D2,e)

Initialize
go=0
ro = —g
i =1
Bi=0

Do linear conjugate gradient steps untill the required accuracy is achieved.
while llr; _4ll /gl > €

do
Solve (D,)z; 1 = r;_;
Bi = zfyri /2l i, G@>1)
w = oz o+ Biuig (8,=0)
a; = zl i 1/ Gu;)
g = g1t oy
ri = rie— oGy
i =i+
od

The main problem in making a specific choice for the matrix D is again that the elements
of the matrix G are not explicitly available, because the matrix G is only available in the
factored form G=Z7 D MD,Z. As with the previous strategy. the scaling matrix D,
must be chosen so that

k(D7GD5 1) is small. (6.2.2.29)

We adopted the strategy given by Nash (1984, 1985), who shows that the elements of the
matrix G may be approximated using quasi-Newton updates of the matrix G. We note
that, neglecting the influence of roundoff errors, the matrix G will follow from this
update process after n—m iterations of the linear conjugate gradient method. The quasi-
Newton updates may be computed during the linear conjugate gradient method with very
little effort, because most of the quantities used are already available, as is revealed by the
update formula

B, 1 (6.2.2.30)
ri—:’"ir—; + (Gui )(Gui )T

uiT Ti-1 uiTGui

B,‘+1 = B,’ - (62231)

An important advantage of the form of the update formula (6.2.2.31) is that the elements
of the quasi-Newton updates B;,; can be computed individually and hence it is also
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possible 1o compute the update only partly. In the implementation of the method this
update scheme is used to obtain an approximation to the diagonal of the matrix G .

During one execution of the linear conjugate gradient method, an approximation of the
diagnonal of the matrix G is developed. using (6.2.2.30) and (6.2.2.31). When the linear
conjugate gradient method is called again, and there have been no modifications in the
working set since the last call of this algorithm, then the approximation to the diagonal of
the matrix G developed during the previous call is used as a preconditioner, i.e. as (D 22
Otherwise this scaling strategy is not used.

We now turn to an other aspect of the solution of the collocation scheme. During the exe-
cution of Algorithm 5.8, the collocation scheme is solved in order to obtain a direction of
search for the improvement d—d of the current estimate d of the solution of problem
(EIQP/SCOCP/A).

This improvement may be obtained directly as the solution of :

Lg, =b —Cd, (6.2.2.32)
(ZTD\MD,Z)g, = — ZTD(c + M(d +D,Y§,)). (6.2.2.33)
d—d = DY§, + D\Z§,. : (6.2.2.34)

The advantage of the use of (6.2.2.32) - (6.2.2.34) is revealed by the situation

d-d=0. (6.2.2.35)
ie d is already the solution of the collocation scheme, which yields a direction of search
of zero. In this case, the linear conjugate gradient algorithm will require no iterations at
all, because the right hand side of (6.2.2.33) is zero.

Up 1ill this point it was implicitly assumed that the matrix ZTDMD,Z is always posi-
tive definite. Cases where the matrix Z7 D;MD;Z is indefinite correspond 1o those cases
where, similar to the case of finite-dimensional quadratic programming, the problem
(EQP/SCOCP) has no bounded solution. In these cases it suffices that the direction of
search in Algorithm 5.8 is a direction of negative curvature. When Z"D,MD,Z is
indefinite, then it is likely (cf. Nash (1983)) that during the execution of the linear conju-
gate gradient algorithm, the vector u; becomes a direction of negative curvature, i.e.

W Gu; = uf(ZT D \MD1Z Ju; < 0. (6.2.2.36)

Because this quantity is already necessary in the linear conjugate gradient method, it is
rather simple to detect this situation. In this case it may be advantageous to stop the linear
conjugate gradient algorithm and to use u; as a direction of search in Algorithm 5.8.
Because if w; is a direction of negative curvature, then so is —u;, the algorithm can thus
always be terminated with a vector ¢ which satisfies :

gTg <0, (6.2.2.37)

i.e. ¢ is beside a direction of negative curvature also a direction of descent of the function
(6.2.2.13).

The following lemma establishes that u; is always the vector which satisfies (6.2.2.37).
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Lemma 6.3 : The vectors u; determined by Algorithm 6.2 satisfy :

gfy; <o (6.2.2.38)

Proof : The vectors r; and z; satisfy (cf. Golub et al. (1983), p.374) :

rlz; =0 i (6.2.2.39)
Now consider

gTu; = g7z + Buy;_y). (6.2.2.40)
Because r¢=—g this yields :

gluy = —rhzioy + Bigluioy. (6.2.241)
Using (6.2.2.39) we obtain :

. —rlzo= —ri(D) %, i=1
81U =\ goTu | i>1 (6.2.2.42)

For i =1 the result follows from the positive definiteness of D,. For i >2 the result fol-
lows from an induction argument, because 8; >0 for all i .
a

6.3. Truncation errors of the collocation method.

This section is devoted to the estimation of the truncation errors which deteriorate the
direction of search in the numerical implementation of the method.

The truncation errors associated with the solution of the collocation method are considered
by de Boor et al. (1973) and Weiss (1974). To apply their results to the collocation
method described in this chapter, we make use of the abstract notation of the linear mul-
tipoint boundary value problem of Section 6.1.1, i.e.

vE)= At @)+ Btlw@) + c3lt]  ae 0K:<T, (6.3.1)

0 = At W)+ Bltlw(t) + cylt]  ae 05:<T, » (6.3.2)
Kw(0) +1,= 0, (6.3.3)
K@, +)+ K v@E,=)+1 =0 al j, (6.3.4)
Krv(T)+ 1 = 0. (6.3.5)

The time function w (¢ ) may be eliminated using (6.3.2), i.e.

w(t)=— Bt TTMAL [t (&) + e5lr]) ae. 0S:<T. (6.3.6)
Combinatior with (6.3.1) yields :

v(e) = (At ]-Bylr 1Bl 17 A Ll Dv () + (e ylz 1=-By[t 1B,[e 176l . (6.3.7)

For the derivation of results on the accuracy of the numerical approximation obtained
from the collocation method, it is assumed that the coefficients of the matrix
At ]-B[t1B,lt 7' A 5[z ] and the vector ¢ [t 1— B[z 1B,[t 171,z ] are at least (I +1)-times
continuously differentiable on the grid intervals (¢, £, ;). For simplicity we shall also
assume that the grid points are uniformly distributed on [0.T), ie. ¢, 41—t =hA=T/p
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(r=01,.p—1).

The exact solution of the linear multipoint boundary value problem will be denoted by
v(¢) and the solution obtained from the collocation method by v(¢). At grid points ¢,
where v (¢z) is continuous, i.e. grid points that do not coincide with one of the points ¢ ;
the following result holds for sufficiently small 2 (cf. de Boor et al. (1973) or Weiss
(1974)) :

v (e, )= @ € C A2, (6.3.8)

At points £ ; Where v(z) is possibly discontinuous, a result similar to (6.3.8) holds for
both v(;j—-) and v(f,+). )

We note that both de Boor et al. (1973) and Weiss (1974) consider two point boundary
value problems and assume that the right hand side of (6.3.7) is sufficiently smooth on the
entire interval [0,7]. These results can be adapted to the present case of piecewise smooth
coefficients following the approach of Keller (1969). The extension to multipoint boundary
value problems is straightforward.

At the collocation points the numerical approximation to the solution obtained from the
collocation method is less accurate compared to the accuracy of the numerical approxima-
tion at the grid points, i.e. for sufficiently small A :

Iy (T )=9 (7o € G, R i=1,.0 r=01,..p—1. (6.3.9)

Numerical evidence led Souren (1986) to believe that the truncation errors in v have a
maximum at the collocation points and hence :

v ()=t Mo € Coh!HL (6.3.10)
where C;=max C, ;.

From (6.3.9) and (6.3.6) we obtain for the numerical approximation to the time functions
w (¢ ) at the collocation points :

||w(T,,,+,<)-—v§(Tl,.+,- )" S Dr’ihl+l. (6.3.11)

For the derivation of the results stated above, it was assumed that the right hand side of
the differential equation (6.3.7) is sufficiently smooth on the grid intervals (¢, £, +1). The
actual structure of the linear multipoint boundary value problem given by (6.1.1.1) -
(6.1.1.6) reveals that this condition is satisfied when the problem functions of problem
(SCOCP) are sufficiently smooth and that, in addition. the number of components of the
vector RP? must be constant on the grid intervals (¢, ., +1). This last condition is
equivalent to the condition that all junction and contact points of all constraints must
coincide with grid points ¢, . i.e. constraints are to be taken active and inactive per entire
grid interval. For state constraints this condition is automatically satisfied, as a result of
the fact that at junction and contact points, also interior point conditions of the type
(6.3.4) must be fulfilled. For mixed control state constraints the condition mentioned
above is not automatically satisfied, because these constraints are (at least in the first stage
of the method) taken active and inactive per collocation point and not per entire grid inter-
val. Taking mixed control state constraints active (inactive) per entire grid interval would
take with the collocation method the form of taking these constraints active (inactive) at
all collocation points of the grid interval. In the first stage of the method (Algorithm 4.4)
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the accuracy of the direction of search obtained is not very important and hence the mixed
control state constraints may well be taken active and inactive per collocation point. (This
simplifies the active set sirategy for these constraints as mentioned in Section 5.2). In the
second stage of the method, the accuracy of the direction of search is important and hence
in this stage the mixed control state constraints are taken active and inactive per entire
grid interval.

Based on the results given above the truncation errors of each of the time functions, i.e.
v(¢) or w(¢) may be estimated numerically by assuming the following model for the
approximation obtained from the collocation method :

(k)= B(2) + CUR* + o(RY), : (6.3.12)

where (¢ ;2 ) denotes either one of the time functions v (¢ ) or w (¢ ) obtained with the col-
location method as a numerical approximation to the solution of the linear multipoint
boundary value problem with grid intervals of size h. Let 0(¢ ;ah ) and 0(¢ ;8h ) be solu-
tions to the linear multipoint boundary value problem with grid intervals of the size ah
and B (0<B<a<1), then using the solutions 6(z;k), 0(¢:ah) and 8(z ;8% ), the con-
stant C(¢) and the order of the integration scheme ¥ may be determined for each time
point. Define :

0 ;ah)—0(:8R)
0@ ;h)—0(t k)

The order of the integration scheme X may be obtained as the solution of the equation

(4T Nat — g4 =T(), (6.3.14)

T():= (6.3.13)

the constant C (¢ ) follows as :
0@t :2)—0(t:ah)

C(@)= TP (6.3.15)
The model (6.3.12) implies that, if 2 is small enough, either :

8 k) > 0Gah) > 0(:8h), (6.3.16)
or

0(t:h) < 0(t:ah) < 0(z:BR), (6.3.17)

Because the numerical solutions of the linear multipoint boundary value problems contain
beside truncation errors, also roundoff errors, both the conditions (6.3.16) - (6.3.17) may
fail to hold. Hence the constant C(z) and the order k¥ can only be determined when
I'(£)>0 and when 10(z ;A )—0(z ;ah ! and 10(¢ ;h )—0(¢ ;8R )| have significant digits.

An alternative for the estimation of the truncation errors is to make use of the a priori
knowledge on the value of the order of the integration method &, in which case only the
solutions 6(¢z:h) and @(r:ah) of the linear multipoint boundary value problem are
needed. A drawback to this alternative is that we have no information on the validity of
the estimates obtained.

A drawback of the procedure outlined above is that the solutions 6(z ;ah ) and 0(¢ ;8h)
the linear multipoint boundary value problem must be solved using a ‘finer’ grid (e.g.

a=% and B=§ ). In cases where it is sufficient to have only a rough estimate for the irun-
cation error, a similar procedure can be used with 8> a > 1.
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7. Numerical solution of some problems.

In this chapter the numerical results of the solution of some example problems will be
given. First in Section 7.1 the instationary dolphin flight of a glider, subject to various con-
straints, is considered. The unconstrained instationary dolphin flight has recently been a
quite popular benchmark for testing numerical methods for the solution of optimal control
problems (cf. de Jong (1985), Lorentz (1985)). Next in Section 7.2 the reentry manoever
of an Apollo capsule is considered. This problem? is much more difficult to solve as a
result of the fact that the solution trajectory of the differential equations depend in an
extremely sensitive way on the initial data. We quote Stoer et al. (1980), p. 496 :

"The solution has moving singularities which lie in an immediate neighborhood
of the initial point of integration. This sensitivity is a consequence of the effect
of atmospheric forces, and the physical interpretation of the singularity is a
‘crash’ of the capsule or a ‘hurling’ back into space. As can be shown by an a
posteriori calculation. there exist differentiable solutions of the optimal control
problem for an extremely narrow domain of boundary data, which is the
mathematical formulation of the danger involved in the reentry manoever."

Finally in Section 7.3 the optimal control of two (dynamically) independent servo systems
along a prespecified geometric path is considered. The optimal control is subject to both
constraints on the accelerations and the velocities of the servos. The major difficulty with
these problems is the determination of the correct structure of the solution ¥.

7.1. Instationary dolphin flight of a glider.

7.1.1. Statement and solution of the unconstrained problem.

A glider, which is flying through an area with a variable vertical velocity of air (a ther-
mal), is modelled as a point mass m that experiences a gravity force mg, a lift force L
perpendicular to the velocity relative to the air, v, and a drag force D opposite to the
velocity v,.. The variables of the problem are depicted in Figures 7.1 and 7.2 (for more
details see de Jong (1985) or Lorentz (1985)). The relative velocity vector makes an angle
7 relative to the borizontal plane. The motion of the glider is restricted to the vertical
plane. The vertical moving air mass (the thermal) is assumed to have a horizontal extent
of 5R. The upward wind velocity u, is given as a function of the horizontal distance x .
from the start of the flight at the left end of the thermal as :

2 X _o
% 5

e

2
u (x) = g oy |1 %——2.5 ] for all 0 <x<5R. (7.1.1.1)

The objective of the problem is to control the glider from x =0 to x =5R, such that the
‘relative’ flight time is minimal, where the relative time is defined as the sum of the time
required to fly from x =0 to x =5R and the time necessary to regain the losi aliitude at a
specified constant rate of climb z.

1 This problem was suggested as a benchmark by Dr. K.H. Well of DFVLR.
+ The sequence in which the different constraints are active and inactive.
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n

Velocities, forces and angle.
Figure 7.1

U

@ MQx [TTTIRT s e s em e

u, (x )|T

0 2.5R SR ¥
Upward wind velocity.
Figure 7.2
The mathematical formulation of the optimal control problem is :

5R

minimize [ vl 1= 2 | gx, (7.1.12)
u [ x

dv,

subject to : K— = [—L sinm—D cos7) ]/va 0< x <5R, (7.1.1.3)
dv,
Frake [L cosn—D cos"r)-—mg] /mv, OSx<X5R, (7.1.14)
v, (0) = v, (T) = v, pp. (7.1.1.5)
Vy (O) = vy (T) = Vy Mc » (7116)

131



Chapter 7

S 2
where : L = f'__?v{_ (7.1.1.7)
pSv? & .
D = ——2-—-.;07.! , (7.1.1.8)

v, = A2+ (v -y, ), (7.1.1.9)

= arctan

» Ha (7.1.1.10)
v

In the formulation above the distance x is used as independent variable, which is derived
from the formulation based on the time ¢ by making use of :

(7.1.1.11)

Ly Sy dx _ O, (7.1.1.12)

The problem (7.1.1.2) - (7.1.1.10) was solved using the following constants :

p=1.13 kg/m? ko= 0.0118 Uy max =5 m /s
g =9.80665 m /s? k,=-—0.0254 Vi me =41.631m/s
m=346.5 kg ko= 0.0770 vy me =—1.344m/s
S =105 m? k 3=—0.0540 z =2m/s
R=100m k4= 0.0166

Table 7.1 : constants used in the numerical example.

The starting trajectory for the numerical solution procedure, was given by :

v (x) = v 0<x<5R, (7.1.1.13)
V)- (.X) = V'\.']\,]C 0<x<5R, (7]114)
u(x) = 03041737  0<x<5R. ’ (7.1.1.15)

This trajectory is in fact a flight along a straight line from x =0 to x = 5R, which is obvi-
ously the solution when there is no thermal present (i.e. ¥, o, = 0).

For the numerical solution of the problem an equidistant grid was used for the collocation
method and the problem was solved using p =20, p=40, p=50, p=80, p=160 and =2,
[=3. Recall that p is the number of grid intervals and [ is the order of the polynomials
used for the state variables.

The solution trajectory of the optimal control problem (7.1.1.2) - (7.1.1.10) for the case to
which the numerical values in Table 7.1 apply. is given in the Figures 7.3 and 7.4. The
convergence history of the solution process, corresponding to the case p =50, [=2 is given
in Appendix F, Table F1.

The value of the objective function corresponding to the numerical solutions of the
different values for p and [, is given in Table 7.2.
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—40 40 i —
Y 2.5R 5R
Solution of unconstrained glider problem, state variables.
Figure 7.3
1.3
u(x) [
0
—-0.1 . .
0 2.5R s %
Solution of unconstrained glider problem, control variable.
Figure 7.4
l =20 p=40 =280 =160 order

2 | 7.30220430969 7.30227700518%  7.30239324467+  7.30240227507% 3.5
3 | 7.30222852296%  7.30239951524%  7.30240286698%  7.30240286637 5.7

Table 7.2 : values of objective function and estimated order.

In the most right column of Table 7.2 an estimate of the order of the integration method is
given, which is based on the values obtained for the objective function. (Theoretically this
" exponent should be 2 27, cf. Section 6.3).

4 These values were used for the calculation of the order.
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7.1.2. Restriction on the acceleration (mixed control state constraint).

The acceleration of the glider is the quotient of the lift force and the mass, i.e. L /m. Be-
cause the glider pilot cannot endure great accelerations, a constraint of the form :

L _ pSviu

n=-——=

mg mg

< 7o (7.1.2.1)

is necessary. Because (7.1.2.1) contains both the state variables (v, depends on v, and vy)
and the control variable u , this constraint is a mixed control state constraint.

In Figure 7.5 the normal load factor corresponding to the solution 7 (x ) is given for vari~
ous values of 7 ,,,. In the numerical solution of the problem we used p=20 and [ =2.
7 ax > 6.8

.

7

noax=6

AG) ] =3

7 nar= 4

L 3

R pax™ 2

0t N

—-1

) — X
0 2.5R SR
Normal load factor 72 for various values of 7 ,,,.
Figure 7.5

The convergence history of the solution process corresponding to the case 7 ,,,= 4 is given
in Appendix F, Table F2.

7.1.3. Restriction on the velocity (first order state constraint).

In many practical cases the velocity of the glider must stay below a certain limit. This
yields, in the formulation of the optimal control problem the following state constraint :

v (x)< v, O0Sx<5R, (7.1.3.1)

which states that the relative velocity of the glider is not to exceed the limit v ,,,. Using
(7.1.1.9) we obtain :

Sava vy x) = v 4 (v —u, )2 — v 2, 0< x < 5R, (7.1.3.2)

Differentiating (7.1.3.2), to the independent variable x yields the function S# (this func-
tion is defined by (3.3.5.7) - (3.3.5.8)) :

+ In most aerospace control applications, the acceleration is limited to 4-6g.
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dv,
S (v, VU x) = 2v, z:—- + 2(v,—y,)

dv, du,
dx dx

0 x<5R (7.1.3.3)

Substituting the equations of motion of the glider into (7.1.3.3) reveals that the function
S# contains the control explicitly and hence the constraint is of first order. ¥

For values of v,,,>58.6 m/s the constraint (7.1.3.2.) is inactive on the entire interval of
control. For values v ., < 58.6 m/s the state constraint has a contact point near x =2.5R.
In Figure 7.6 the velocity v, (x ) is given for three different values of v .

60 -
v (x )I

Yoax > 58.6
Y pax= 50
Y max= 42

25 -

0 2.5R SR~ %
Glider velocity v, for various values of v .
Figure 7.6

The convergence history corresponding to the case v ,,,,= 50 is given in Appendix F, Table
F3.

7.1.4. Restriction on the altitude (second order state constraint).

The solution trajectory of the unconstrained glider problem reveals that the glider dives
first towards the earth and then regains altitude in the second half of the interval, as a
result of the thermal. In many cases however, the glider is not allowed to flight below a
certain altitude. The altitude of the glider is determined by :

4y - % o< x<5R. (7.14.1)
dx Vi
y(0) = yq, (7.14.2)

where y, is the altitude at the initial point x =0. (In the implementation the actual value
of yo, which is arbitrary, was set to zero.)

The altitude constraint which states that the glider may never fly below a certain limit
becomes :

t We note that the state constraint (7.1.3.2) does not satisfy (5.1.2.4) and hence in the implementation,
the constraint is transformed using the technique outlined in Appendix B.
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y(x)2 vy, O0Sx<3R, (7.14.3)
or, in the terminology of problem (SCOCP),
S:3)= =y +Yun S0 (7.14.4)

Differentiating to the independent variable x and substituting the equations of motion of
the glider yields (for a formal definition cf. (3.3.5.7) - (3.3.5.8)) :
1 vy
Sty )= —— (7.14.5)
X

and

vy dv 1 dv,

SEivyvyux)= (7.14.6)

v? dx vy dx’

which reveals that the state constraint (7.1.4.4) is of second order.

For values y,,;,<—81.5 m the state constraint (7.1.4.4) is inactive during the entire flight.
For values y,,,,2 —81.5 m, the state constraint has, similar to the constraint on the velo-
city, a contact point near x =2.5R. In Figure 7.7 the altitude y(x) is given for four
different values of ¥ uin- A

04R |

y mm= - 15

0] 5 mia= =30

0 Y min™= -50
Y min<—81.5

—-0.9R . —
0 2.5R SR %
Glider altitude y for various values of y -
Figure 7.7
The convergence history corresponding to the case y ;= —30 is given in Appendix F, Table

F4.
7.2. Reentry manoever of an Apollo capsule.

7.2.1. Description of the problem.

The problem deals with the reentry manoever of an Apollo capsule to the earth atmo-
sphere, which is depicted in Figure 7.8.

The space vehicle is modelled as a point mass, subject to a lift force L, a drag force D and
a gravity force W. The state variables are the velocity v, the flight-path angle y, the
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L v
—
t=0
¢ Flight path
R

Variables of the Apollo reentry problem.
Figure 7.8
normalized altitude £=#4 /R and the distance on the earth’s surface {. These state vari-
ables satisfy the following set of differential equations :

. S 2 g osiny

= — —_— 7.2.1.1
= TPy O~ 72.11)
. S v COsy § otosy

= — + - 7.21.2
V= 5P O R0 T ey 7212)
¢= %siny (7.2.1.3)
¢ v
{= T3 oSy (7.2.1.4)

where: R = earth’s radius (209.0352 10°f1z),
p=poe F¥E= atmospheric density (po=2.3769 10™3slug /f¢3 and
B=1/0.235 10751,
go= gravitational acceleration (23.2172 104 10°f¢ /52),
Cp(u)= Cpo+Cp;cos u = aerodynamical drag coefficient,
C; (u)= Cy¢sin u = aerodynamical lift coefficient,
u = angle of attack = control variable,
S/m frontal area / mass of vehicle.

The constants Cpo. Cpz . Cro and S/m differ for the problems discussed in following sec-
tions.

7.2.2. Solution of the unconstrained reentry problem.

The flight path of the Apollo capsule is for the problem discussed in this section governed
by the differential equations (7.2.1.1) - (7.2.1.4) with the following numerical constants
Cpo=0.88, Cp; =0.52, Cp; =—0.505 and §/m =50000 1073 f¢2/slug .

During the reentry manoever the total stagnation point convective healing per unit area,
given by
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T
J= [1ovVpar.
i}

must be minimized.

The reentry manoever is started at the following initial point :

v(0) = 0.3510%ft/s

y(0) = —5.75°
£0) = 4/R
(@M= o

(7.2.2.1)

(7.2.2.2)
(7.2.2.3)

(7.2.2.4)
(72.2.5)

and at the (variable) final time, the following terminal point conditions must be satisfied :

v(T)= 0.016510°ft/s

y(T)= free

E(T)= 0.75530/R
UT) = 51.6912 10°f¢

As a starting trajectory the data given by Bals ((1983), Table 17) were used.
04 05 0.02 1007

) F@) Ea)ée)

FTT

0.2 0 0.01 50

{63

@)
y(2)
v(t)

Solution of the unconstrained reentry problem, state variables.

10— /T

(7.2.2.6)
(72.27)
(7.2.2.8)
(7.2.2.9)

In Figure 7.9 the state variable histories corresponding 1o the numerical solution of the
problem are given. Figure 7.10 shows the optimal control history. The convergence history
corresponding 1o the numerical solution of the problem is given in Appendix F, Table F5.
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3.5¢

u(t)

—335 0.5 10 —/T

Solution of unconstrained reentry problem, control variable.
Figure 7.10

7.2.3. Restriction on the acceleration (mixed control state constraint).

The flight path of the Apollo capsule is for the problem discussed in this section governed
by the differential equations (7.2.1.1) - (7.2.1.3)t with the following numerical constants
Cpo=1.174, Cp; =—0.9, C1 4= 0.6, S /m = 53200 10°f ¢?/slug .

The optimal control of the reentry manoever should be such that the velocity at the (vari-
able) final time T is maximized, i.e. the functional

J = —v(T), (7.2.3.1)

must be minimized.

The reentry manoever is started at the initial point :

v(0) = 036 10°ft /s (7.2.3.2)
[ ©° s

v(0) = —8.1 307 (7.2.3.3)

£0)= 4/R (7.234)

After the reentry manoever the state variable ¥ and £ should satisfy :
yr)= o0 (7.2.3.5)
ET)= 25/R (7.2.3.6)

During the reentry manoever the total acceleration of the vehicle should be bounded to
values which are bearable by the astronauts. In the formulation of the optimal control
problem this yields the following mixed control state constraint :

+ Because there is no terminal point constraint for the state variable { and this variable is not present in
the equations (7.2.1.1) - (7.2.1.3), this variable may be omitted completely.
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SPY JC @Y+ Coa R < et (723.7)

2m

As with the glider problem of Section 7.1.2, the maximum normal load factor n,,, is nor-
mally a value between 4 and 6.

The problem was solved for a number of different values of n,,,. For each of these runs
the data given by Bals ((1983), Table 14) were used, as a starting trajectory, which is an
estimate of the solution of the reentry problem when no constraints are present. The
maximum acceleration which arises during the reentry problem when no acceleration con-
straint is taken into account is 9.4g . Thus for values of 7 ,,, smaller than 9.4 the optimal
control will be restricted by the mixed control state constraint (7.2.3.7).

10/ 7> 9.4
) [
5 -
%% 0.5 10 —t/T

Normal load factor 72 for various values of 7 .
Figure 7.11

The normal load factor A (z) is given in Figure 7.11 for values of 7 uq,=9.8.7.6,v28. For
values lower than v28 no convergence could be achieved. These results are similar to those
of Gillessen (1974). Probably there is no feasible control of the reentry manoever possible
for values lower than v28 and with the boundary conditions (7.2.3.3) - (7.2.3.7). The
convergence history of the case n ,,,,= 6 is given in Appendix F, Table F6.

7.2.4. Restriction on the altitude (second order state constraint).

The reentry manoever of the Apollo capsule is now considered, subject to a restriction on
the altitude (cf. Bals (1983), Gillessen (1974), Hiltman (1983)).

An inspection of the solution of the unconstrained reentry problem discussed in Section
7.2.2 shows that after the vehicle has dived into the earth’s atmosphere, the altitude of
the vehicle £ is again increased, in order to minimize the heating of the front shield of the
vehicle. As a result of this increase in altitude the movement of the vehicle will be
directed from the earth for some time. This is a dangerous situation because during this
movement directed from the earth, small errors in the control of the vehicle may lead to
‘hurling’ back to space. In order to decrease this danger, a constraint on the altitude £ is
added, once the first altitude minimum is passed. The constraint is thus of the following
form :
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S,= £G) € £, aT<t<7T, (7.24.1)

where o is an a priori specified quantity (actual value a=0.3).

An inspection of the functions 4 and $3 obtained from (7.2.4.1), (7.2.1.1) - (7.2.1.3) via
differentiation to the time yields that the state constraint (7.2.4.1) is of second order.

For the remaining details the problem is similar to the problem discussed in Section 7.2.2,
except for the final state of ¥, which should satisfy :

™
180°

v(T) = —26.237124° (7.24.2)

As a starting trajectory the data given by Bals ((1983), Table 17) were used to solve the
unconstrained problem, which corresponds to the case £,,,,>0.0101. Using each time the
solution obtained for the previous value of £,,, as an initial estimate, the value of £,
was decreased successively to 0.0090 and 0.0080. For values lower than £,,,.= 0.0080 no
convergence of the method could be achieved. This was due to the fact that the step size
became very small and hence there was no longer progress towards a solution point.

0.02

E(z)[

€ nax>0.0101
& ax=0.0090
& nar= 0.0080

0.01+

) . , .
9 0.5 1.0 — /T

Relative altitude E for various values of £,,,,.
Figure 7.12

In Figure 7.12 the altitude é(z) is shown for the wvalues §,,,>0.0101 and
£ 0= 0.0090, 0.0080. The convergence history corresponding to the case £,,,,=0.0090 is
given in Appendix F, Table F7.

7.3. Optimal control of servo systems along a prespecified path, with contraints on
the acceleration and the velocity.

In this section the optimal control of two dynamically independent servo systems, along a
prespecified path is considered subject to constraints on the accelerations and the velocities
of the individual servo systems.
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7.3.1. Statement of the problem.

The optimal control problem to be considered is a special case of the problem outlined in
Section 1.2, namely the case of two dynamically independent servo systems g and g.
which are to be controlled along a path Y(s) (depicted in Figure 7.13) from the point s =0

to the point s =1.
1

?21
s=1
1.0 <
s=0
0
0 20 91
Path Y(s).
Figure 7.13

The dynamic behaviour of the servo systems is supposed to be described by the following
differential equations :

Jigi(¢)= Fi(¢) 0T i=12 (7.3.1.1)

To control the system along the path, the servo position coordinates ¢; and g, must
satisfy :

@)=Y, 05 €T i=12 (7.3.1.2)

The optimal control problem is now, as in Section 1.2, to find a twice differentiable func-
tion 5:[0,7}-1[0,1], such that constraints of the type

lg; (¢ € Voo s 0<:ST  i=12 (7.3.1.3)
and

|F;(t) € Fppy 0L(€T i=12 (7.3.14)
are satisfied and that in addition the following objective function is minimized (for fixed
c20):

T
1 o 2
T+ Ecofs(t) dr. (7.3.1.5)

(The final time 7 is supposed to be variable.)

As in Section 1.2 it is possible to eliminate the coordinates g; and the forces F; completely
from the statement of the optimal control problem, using (7.3.1.1) - (7.3.1.4). The state
constraints (7.3.1.3) become :

1Y NS (@) € Vi 0<t<T i=1.2 (7.3.1.6)

Because the movement along the curve directed from the point s =0 to the point s=1
corresponds with s(z)>0, it is likely that the solution of the optimal control problem
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will (automatically) satisfy the condition :

s@)1 2o 0<t<T. (7.3.1.7}
Under the assumption that this condition is satisfied. the constraints (7.3.1.6) may be
rewritten as :

Vmax K

$() < min 0St<T. (7.3.1.8)

i=12 1Y (s ¢ NI

As will follow from the exact statement of the optimal control problem given below, the
constraint (7.3.1.8) is a state constraint of order one. Instead of using the nonsmooth
form (7.3.1.8) for the state constraint, the problem is simplified by using a smooth
approximation to the right hand side of (7.3.1.8). The constraint (7.3.1.8) is now replaced

by :
HOOERACID)! 0<¢<T. (7.3.1.9)

In Figure 7.14 both the right hand side of (7.3.1.8) and the function f, (s ) are plotted as a
function of the variable s, for the path of Figure 7.13.

1.5{
fc(s)]’

0.75|

0 0.5 10— 5
State constraint function f, (s ).
Figure 7.14
For the approximation f. the smoothing spline of Schoenberg and Reinsch is used (cf. de
Boor (1978)).

Using relation (7.3.1.1) and the second time derivative of (7.3.1.2), the constraints
(7.3.1.4) become :

Y ' GENsE)+ Y " @))s @ P € Ay 07T i=12. (7.3.1.10)
with :
F .
Ama.\' i = _%E}—l— i= 112 (73111)

The optimal control problem involves the selection of a twice differentiable function
5:{0.71-[0.1] and a final time T >0, that satisfy the constraints (7.3.1.9) and (7.3.1.11).
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Because the motion starts at s=0 and ends at s=1, we must also have s(0)=0 and
s(T)=1.

For the sake of completeness we will now give a formal statement of the optimal control
problem, in the form which is used in combination with the numerical implementation of
the method.

The relative path position s is formally denoted by x;. An artificial state variable is used
for the value of the state constraint (7.3.1.9), i.e.

x)=5@)— f. (@) 0<:<T. (7.3.1.12)

The numerical implementation of the method is done for optimal control problems on the
fixed final time interval [0,1], therefore the optimal control problem must be transformed
to this interval using a transformation

t =1T 0<7<1. (7.3.1.13)

The variable 7 has the form of a parameter in the transformed optimal control problem,
which is formally taken into account using a state variable x ; that satisfies :

i3(r)=0 0L 71, . (7.3.1.14)
The second derivative of the relative path position playes the role of the control variable
and is therefore denoted by u.

The optimal control problem may now formally by stated as :
1

minimize x3(1) + %céfu (r)dr. (7.3.1.15)
subject to :
iy= xalx+f.(x1)) oS 71, (7.3.1.16)
Xy = xalu—f (x Do +f(x )N 0€7<1, (7.3.1.17)
#3=0 ' 0<7€1, (7.3.1.18)
x,(0) = 0. (7.3.1.19)
x2(0) = —£.(0). (7.3.1.20)
x,(1) =1, (7.3.1.21)
x1) = —f.(1), (7.3.1.22)
%0 0<7<1,  (7.3.1.23)
Y e Du+Y " N x o fe(x DP — Apns S0 i=12 0€7<1, (7.3.1.24)

=Y (x u=Y;"(x Nx ot fo (x )2 — Ay s £ 0 i=12 0S7€1. (7.3.1.25)
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7.3.2. Numerical results of the servo problem.

The problem described in the previous section was solved for a number of different values
of the maximum servo velocities and accelerations and for different values of the parame-
ter ¢ which defines the objective function.

The numerical solutions discussed in this section were obtained using an equidistant grid
of 20 points in the first stage of the method (i.e. p=20). For the approximations to the
state variables quadratic polynomials were used on the grid intervals (i.e. I =2).

The maximum velocities and accelerations of the servo system with index 2 were taken
dependent on the values of the servo system with index 1 in the following way :
Vmax 2= % max ,1:

Amax 2 = 2Amax By

1.5 ¢
?(7)1
V max 1= 10.00
075 ¢ >~ e = mux,l=3‘00
T e NNV 1= 1.50
Vinax 1= 1.25
0
0 0.5 10—/ 7
Path velocity for various values of Vg, 1.

Figure 7.15

The first case to be considered is the case that the parameter ¢ and the maximum accelera-
tion A0, 1 are kept fixed (c= 19—2 and A 1= 3). In Figures 7.15 and 7.16 the path velo-
cities § and the accelerations ¢ ; which are numerical solutions 1o the problem for the
cases that V,,, ;=10, V, ., 1=3, V,;p, 1= 1.5 and V,,,, ;= 1.25, are given. The dotted lines
indicate when a constraint is active on either the path velocity or on the acceleration of the
servo with index 1.

From Figures 7.15 and 7.16 we note that the solutions corresponding to the cases
Viax 1= 10 and V., ;=3 are indentical, which is a result of the fact that in these cases the
velocity constraint (7.3.1.10) is not active al all. In these cases the constraint on the
acceleration is almost always activee. When the maximum velocity is decreased to
Vimax 1= 1, then the acceleration constraint is only active part of the time and the con-
straint on the path velocity is active over some period of time. When the maximum velo-
city is further decreased, the velocity constraint becomes active over a longer period of
time.
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Figure 7.17

The second case 10 be considered is the case in which the maximum velocity is kept fixed
and where the maximum acceleration is varied (c=1072, V. 1=3). The path velocities 5
and maximum accelerations ¢ which are numerical solutions to the problem are given in
Figures 7.17 and 7.18 for the cases Ao 1= 10 and Ay 1= 3. The solution corresponding
1o the case A,q, 1= 3 is again of the bang-bang type. In this case the acceleration constraint
(7.3.1.10) is almost always active. When the acceleration constraint is increased, the velo-
city constraint becomes active.

The last case that is considered is the case where the maximum velocities and accelerations
are kept fixed and where the parameter ¢ is varied (Viax 1= 1.5 and A oy 1= 3). In Figure
7.19 the path velocities corresponding to the numerical solutions of the problem for the
cases ¢ =0.01, ¢c=1, ¢ =10 and ¢ =100 are given. The solutions corresponding to the cases
¢ =10 and ¢ = 100 are unconstrained solutions, i.e. no constraints are active at all.

146



Numerical solution of some problems
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In Table F8, Appendix F the convergence history corresponding to the case V,,, = 1.5,
Apax 1= 3 and ¢ =1 is given.
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8. Evaluation and final remarks.

8.1. Relations between the SQP method in function space and some other methods.

The SQP method in function space, described in the previous chapters for the solution of
state constrained optimal control problems, is essentially a method based on the abstract
formulation of the state constrained optimal control problems in infinite-dimensional
function spaces. The method consists of two stages. In the first stage the optimal control
problem is approximately solved using a fixed step integration scheme. Hence, the first
stage yields a rough approximation to the solution and a good estimate for the structure of
the solution. The problem is solved more accurately in the second stage, which determines
the exact locations of the junction and contact points of the state constraints. In the
numerical context this means that during the second stage the integration step is adjusted
in a neighborhood of junction and contact points. The first stage was developed by exten-
sion of the ideas of finite-dimensional sequential quadratic programming, based on the use
of inequality constrained subproblems, to the abstract formulation. The second stage is
based on a similar extension of the ideas of finite-dimensional sequential quadratic pro-
gramming to the abstract formulation, but now based on the use of equality constrained
subproblems.

A method which is strongly related to the first stage of the SQP method in function space,
is the method which converts the optimal control problem into a finite-dimensional
mathematical programming problem. This is done by approximating the control and the
state functions using piecewise polynomial functions. The polynomial coefficients that are
associated with this approximation become the variables in the mathematical programming
problem. The finite-dimensional mathematical programming problem is then solved using a
general purpose nonlinear programming method. Methods of this type are called methods
of direct discretization. As we are interested in the relation between the SQP method in
function space and methods of direct discretization, it will be assumed in the sequel, that a
sequential quadratic programming method is used to solve the finite-dimensional nonlinear

programming problem. Before we consider the relation between the SQP method in func-
tion space and methods of direct discretization, we will outline two specific methods of
direct discretization (cf. Kraft (1980, 1984)).

One way to convert an optimal control problem into a nonlinear programming problem is
to approximate the control u(z) by means of a spline function on [0.7] (cf. de Boor
(1978)). Thereto a grid is chosen and the values of the control on the grid points, which
are called the spline knots, are the variables of the nonlinear programming problem. The
state variables of the system, x (¢ ), are treated as quantities dependent on the control u
and may, at any time point, be obtained as the numerical solution of an initial value prob-
lem. With this type of method, gradients are usually obtained via numerical
differentiation.

A refinement of this method, which significantly improves the accuracy of the solution
obtained, is to take the spline knots also as variables of the nonlinear programming prob-
lem, i.e. the control is approximated by a spline function on a variable grid.

Another way to convert an optimal control problem into a nonlinear programming prob-
lem is to approximate, not only the control, but also the state by means of spline func-
tions. The differential system
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@)= flx(@)u()r) O0Kt<T, (8.1.1)
is then converted into a number of equality constraints

Fr))=fE@DET)r,))  j=l. (8.1.2)
which state that for the finite-dimensional approximation (X %), the differential system
must be satisfied at the (collocation) points 7;.

‘We note that the second method is in fact a refinement of the first method, as the second
method is equivalent to the first method, when the implicit Runge-Kutta scheme, discussed
in Section 6.1.1, is used as the integration scheme.

With both methods, state constraints can be treated in eSsentially three ways :
1) by taking care of them via penalty terms in the objective function.

2) via conversion into inequality constraints of the type :

y() = 0, (8.1.3)
¥ (@) = max {0.8(x (¢).2)}, (8.1.4)
y(T)< yr. A (8.1.5)

where yr is a ‘small’ quantity.

3) by replacing them by a finite number of inequalities of the form
S(x()e;)<€ 0 j=1... (8:1.6)

where the points ¢; are a finite subset of points of [o.T].

Experience shows that the approaches 1) and 2), which are essentially similar, yielding
relatively inefficient procedures with relatively inaccurate solutions (cf. Well (1983)). It
is obvious that with the third approach the state constraints may be violated at all points,
except at the time points ¢;. According to the terminology of Kraft (1984), the state con-
straints are treated as a ‘soft’ constraints with the third approach.

For problems without state consiraints of order 2 1, the first stage of the SQP method in
function space is equivalent to the method of direct discretization that is based on the
conversion of the optimal control problem into a nonlinear programming problem in fol-
lowing way :

The state function is approximated using I1h order piecewise polynomials on the intervals
defined by

0=ty<t;<..<¢, =T, (8.1.7)

which are continuous at the points z, {(» =1,...,p—1). The control is analogously approxi-
mated by means of (I—1)th order piecewise polynomials on the same intervals (¢, 1)
(r=0....p—1). The differential system is replaced by a finite number of equality con-
straints :

E(Tpai) = [ )u(, )T s) i=1eul r=01..p—1, (8.1.8)

where the collocation points 7, ,; are as defined in Section 6.1.1. The mixed control state
constraints are replaced by a finite number of inequality constraints :
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STy dulTy i) Tpe) €0 =10 r=0..p—1, (8.1.9)
and the boundary conditions at ¢ =0 and ¢t =T remain :

D(x(ty) =0, (8.1.10}

E(x(t,)t,) = 0. (8.1.11)

The objective function is approximated as a finite sum by means of the quadrature rule
(6.1.1.24), i.e.

holx (o)) + '3

1
h, Zl:a’—ifo(x (Tlr+i Ju (Tlr+i )'Tlr+i )+ go(x (lp ),tp ) (8.1.]2)
0 .

i=1

The connection between the two methods (i.e. the first stage of the SQP method in func-
tion space and the method of direct discretization) is revealed by the special structure of
the collocation scheme for the linear multipoint boundary value problem, that follows
from the necessary conditions for optimality for problem (EQP/SCOCP). This special
structure indicates that the collocation equations are essentially equivalent to the neces-
sary conditions for optimality for the quadratic programming problem obtained from
problem (EQP/SCOCP) via the above mentioned discretization (cf. Section 6.1.2). Observ-
ing that the linear multipoint boundary value problem may be obtained via a Newton
approach from the nonlinear multipoint boundary value problem, that follows from the
optimality conditions for problem (SCOCP), yields the connection with ihe corresponding
nonlinear programming problem.

Similar to the case of mixed control state constraints, it follows for problems with state
constraints of order 2 1, that when these constraints are replaced by interior point con-
straints of the form

S(x(t;)r;) €0 r=01,.p, (8.1.13)

then the first stage of the SQP method in function space and the method of direct discreti-
zation using the approach 3) for the state constraints, are again equivalent.

However, in the case of the SQP method in function space, the state constraints of order z
1 are, on boundary intervals replaced by the conditions

Si(x@))=0 j=01,.p. (8.1.14)

at the entry points, and the conditions

Sy i 2Ty 4 )Ty ) = O, (8.1.15)

at all collocation points, interior to boundary intervals. (p, is the order of the state con-
straint). This is an essential difference between both methods, because a similar approach
seems for direct discretization methods not possible. This is a result of the fact that the
active set strategy discussed in Section 5.2, is entirely based on the special, infinite-
dimensional relationship between the interior point constraints (8.1.14) and the mixed
control state constraints (8.1.15).

The advantage of the SQP method in function space, compared to the methods of direct
discretization, is that boundary intervals are approximated directly, instead of replacing
them by of a number of interior point constraints. In the terminology of Kraft (1984). the
state constraints are with the SQP method in function space, treated as ‘hard’ constraints.
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Therefore, in general, the solution obtained from the first stage of the SQP method in
function space will be a better approximation to the exact solution of the problem
(SCOCP). than the solution obtained from the direct discretization methods., where the
state constraints are treated as ‘soft’ constraints.

In practice, direct discretization methods are often used for the same purpose as the first
stage of the SQP method in function space, i.e. to obtain the structure of the solution and a
rough estimate of the solution of the optimal control problem. The solution of the optimal
control problem can thereafter be obtained more accurately using, for instance, a method
for the solution of the nonlinear multipoint boundary value problem which may be
derived from the necessary conditions for optimality for the problem (SCOCP) (cf. Bock
(1983), Bulirsch (1983), Maurer (1974, 1975)). This approach is essentially similar to the
stage 1 - stage 2 approach of the SQP method in function space, where the second stage is
started with the solution and the Lagrange multipliers obtained from the first stage. In
this context, a serious disadvantage of the direct discretization methods is that the
Lagrange multipliers obtained. corresponding to the solution of the nonlinear programming
problem, cannot be used as estimates for the Lagrange multipliers in the second stage. This
is due to the fact that the state constraints are treated differently in the first and the
second stage. With the funciion space approach, the state constraints are treated similarly
in both stages and hence the Lagrange multipliers obtained from the first stage can be used
directly as estimates for the Lagrange multipliers in the second stage.

The second stage of the SQP method in function space can be compared with the ‘multiple
shooting” approach. With this approach the optimality conditions for problem (SCOCP) are
used to derive a multipoint boundary value problem, which is solved using a multiple
shooting method. The control and the Lagrange multipliers corresponding to the state con-
straints are eliminated analytically. In general, the junction and contact points of the state
constraints are not known a priori and in addition, the right hand side of the set of
differential equations and the adjoint variable may be discontinuous at these points. There-
fore use is made of so-called switching functions which are used to locate these points, i.e.
a zero of a switching function coincides with a junction or contact point. The general form
of the multipoint boundary value problem is thus :

y=Flyt.z(yt)) 0<:t<T, (8.1.16)
Gy(®y(TN=0, (8.1.17}
HGyG;)i;)=0 forall 7, (8.1.18)

At the junction and contact points one of the switching functions z; has an isolated zero,
i.e.

5y @E;)E;)=0 (8.1.19)

The second stage of the function space method consists of the calculation of a direction of
search based on the numerical solution of problem (EQP/SCOCP) and of the active set
strategy described in Section 5.3. Without the active set strategy the second stage of the
method solves, in fact, a nonlinear multipoint boundary value problem, where the control
and the Lagrange multipliers corresponding to the state constraints are not eliminated as
with the multiplie shooting approach, but which are determined by nonlinear algebraic
equations. The active set strategy of Section 5.3 plays a role similar to the switching
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function concept, as it is (only) used to determine the exact location of the junction and
contact points. With the multiple shooting approach a thorough understanding of the first
and second order conditions for optimality, for state constrained optimal control problem.
is required and the actual conversion of the optimal control problem into a nonlinear mul-
tipoint boundary value problem in general, involves considerable work. With the SQP
method in function space the problem functions are the only ones used and hence no
conversion is required.

Reviewing the SQP method in function space in the context of Section 1.4, the first stage of
the method is essentially a direct method and is therefore likely to have a relatively large
region of convergence and which yields a relatively inaccurate solution. The second stage is
essentially an indirect method, which has a relatively small region of convergence and
which yields a relatively accurate solution. In the first stage of the method the structure
of the solution is determined. The second stage requires, as all indirect methods, the struc-
ture of the solution and a relatively good estimate of the solution as an initial starting
point. Because the first stage yields both the structure of the solution and an approxima-
tion to the solution, the second stage is automatically started with the structure and the
solution obtained from the first stage. The entire method may thus be viewed as a method
which combines the merits of both a direct and an indirect method.

8.2. Final remarks.

The results contained in Chapters 2 and 3 show that, at present, the optimality conditions
for state constrained optimal control problems can be derived rigorously from a number of
rather basic results on optimality in abstract vector spaces. Refinements dealing with the
continuity of the Lagrange multipliers at junction points can be derived from these
optimality conditions (e.g. ¢f. Maurer (1977)). An inspection of these refinements shows
however, that they need not hold for the optimal control problems with state equality
constraints, as considered in Section 5.1. Because the SQP method in function space
requires both the solution of prob]exr;s with state equality and state inequality constraints,
it seems that these results have no application for the method presented in the thesis.

The SQP method in function space is essentially a Newton-like method applied to the first
order necessary conditions for optimality. For the SQP method in abstract vector spaces,
derived in Section 4.1, convergence results similar to those given by Kantorivich et al.
(1982), can be stated. In applying the SQP method to state constrained optimal control
problems several heuristic steps were taken. These heuristic adaptations of the SQP
method, complicate the derivation of convergence results greatly. Because the solution
method for the subproblem (EIQP/SCOCP/A) is also a heuristic adaptation of a method
for which convergence results can be derived, it is quite likely that the method converges,
but it seems hard to derive strict convergence results.

The main problem, in the derivation of the convergence results mentioned above, is the
fact that with the SQP method in function space, boundary arcs of state constraints of
order 2 1, are treated as 'hard’ constraints. We note that finite-dimensional sequential
quadratic programming methods allow a rather complete convergence analysis (cf.
Schittkowski (1981)). Hence in the case that the SQP method in function space is
equivalent to a method of direct discretization (as outlined in the previous section) the
convergence results for the method of direct discretization using finite-dimensional sequen-
tial quadratic programming, will also hold for the SQP method in function space. Also in
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this case the solution method for the subproblem (EIQP/SCOCP/A) is identical with the
quadratic programming method reviewed on Appendix A, which allows a standard conver-
gence analysis.

The numerical results on the solution of some benchmark problems, given in Chapter 7,
show that the method can indeed be used for the solution of state constrained optimal
control problems. The Apollo reentry problems are the most difficult problems which are
currently solved with the method. The sensitivity of the problem results in a relative ill-
conditioning of the matrices, which determine the subproblems to be solved. A difficulty
that had to faced in addition to the ill-conditioning of the matrices, was the fact that the
subproblems were unbounded below (indefinite projected Hessian of the Lagrangian)
except in a very small neighborhood of the solution. We note that the modifications which
were implemented in order to overcome these problems led to a significant improvement in
the implementation of the method.

For relatively stiff optimal control problems (such as the Apollo reentry problems) the
collocation method, which is equivalent to an implicit Runge-Kutta integration scheme, can
be very efficient, as a result of the fact that the integration step size can be varied very
easily. This requires a mechanism, not present in the implementation yet, which selects the
grid (integration step sizes) automatically. '

Another improvement in the implementation of the method may be achieved by using
quasi-Newton updates for the Hessian of the Lagrangian. When these updates are used, it
is no longer necessary to supply the second derivatives of the problem functions. This will
simplify the use of the program at the cost of the rate of convergence, which in general
will no longer be quadratic, but superlinear.
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Appendix A : A method for the solution of finite-dimensional quadratic program-
ming problems.

In this appendix we shall review a method for the solution of the following quadratic pro-
gramming problem (cf. Powell (1974), Gill et al. (1981)) :

Problem (FDEIQP) :

Min‘iimize cfd + %dTMd . (A1)
subject to: Ayd = by, (A2)
Axd € by : (A3)

where : ¢ and d are i -vectors,
M is a symmetric i Xt matrix,
A and A, are resp. mXR and m X~k matrices,
b, and b, are resp. m, and m, vectors.

We shall assume that problem (FDEIQP) has a solution for which the regularity constant
(cf. Chapter 2) may be set nonzero. The optimality conditions of Kuhn-Tucker (cf. Gill et
al. (1981)) then imply that there exist multipliers A ;¢ R™! and A ¢ R™?, that satisfy

Md + AT, + ATX, = — ¢, (A4)
Aplag;d —by) =0 j=1...m,, (A5)
Xpy; 20 j=1,.0, (A6)

In addition, the second order necessary condition for optimality are

y'My 20 forall yeld :A1d=0NAd=0 forall jels} (A7}
with :

Iy = {j:Ayd=by Ay >0}, (A8)

i.e. the Hessian matrix M must be positive semi-definite on the tangent subspace of the
‘active’ constraints at d . The second order sufficiency conditions have a similar form with
Z replaced by >, i.e. M must be positive definite on the tangent subspace of the active
constraints at d .

The method we shall discuss is basically an iterative minimization of the objective func-
tion )

J@) = c'd +1d"Md, (A9)
over the set of feasible points,

H = {d:Ad=b;N Ad<b,). (A10)
This means that a sequence (d ‘) is constructed for which

FW@*D L FW)  foral i=01,. (All)

and
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die H forall i=0.1,... (A12)
The method assumes that a feasible initial point d° is given. which is used as a first ele-
ment of the sequence.

In each iteration of the method, a key role is played by the socalled working set. This set
consists of the constraints (A2) and a subset of the constraints (A3) which must be
satisfied as equalities. The working set is an estimate for the set of active constraints in the
solution point. ’

Essentially one iteration consists of three steps :
1) Calculation of a direction of search Ad‘.

2) Calculation of a step size ;.

3) Updating the working set.

The direction of search is calculated such that the objective function is minimized with
respect to the constraints in the working set, i.e. a solution of

Problem (FDEQP) :
Minimize cT(d'+Ad) + 1(d'+Ad Y M(d+Ad). (A13)
subject to : A(di+Ad) = b,, (Al4)
Ay(di+Ad) = b, (A15)

where (A15) denotes the subset of constraints (A3), which are in the working set.

Because of the fact that for constraints in the working set equality holds, this problem is
equivalent to :

MinAi;nize (T +dTM)Ad + %AdTMAd, (AI6)
subject to : A Ad = 0, (A17)
A,Ad = 0. (A18)

If M is positive definite on the subspace
Hi = {d:A;d=0A A,d=0}, (A19)

then the problem (A16) - (A18) will have a unique solution and hence the direction of
search Ad' is uniquely determined. 1f M is only positive semi-definite on H', the prob-
lem does not have a unique solution. In this case the direction Ad‘ is chosen 1o be the
negative gradient of f . i.e. the vector ¢ +Md', projected on H'. When the matrix M is
indefinite on H' then a solution to problem (FDEQP) does not exist, because along any
direction of negative curvature on H', i.e. any Ad that satisfies

AdTMAd < 0, {A20)
and
AdeH!, (A21)

the value of the objective function is unbounded from below. When however, problem
(FDEIQP) has a solution, then along any direction of negative curvature of M of H', an
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inequality constraint, which is not in the working set, must become active. Hence, in the
case that M is indefinite, any direction of negative curvature is a suitable choice for Ad i

Once a (nonzero) direction of search is calculated, a step size o; must be determined.

In the case that M is positive definite on H', the step size «; is taken so that ]T is minim-
ized along Ad’ on H', ie.

A,;di—b,,;
a; = min {1, — 22" "2 A4

i VYL 2;Ad’ >0} (A22)
J 2j

A similar choice is made in the case that M is only positive semi-definite on H' :

Ty i i A,.di—b,, ,
@ = min |- (XA MAL | B2 TP2 5 4,00 >0), (A23)
i AdY M Ad’ Ay Ad'
If M is indefinite on H', the step size ; is taken as
Aydi—by; .
o = min{— =22 A A, Adi>0). (A24)
i Ay Ad!

The third step of an iteration consists of updating the working set.

A constraint is only added to the working set when it restricts the step size o;. We note
that if the matrix of constraints

Ay

A = A—z

was of full row rank before the constraint was added, then it will also be of full row rank
after a constraint is added. For if this constraint was linearly dependent of some con-
straints already in the working set, then the constraint would not have restricted the step
size ar; .

If the direction of search Ad’ is zero, then the minimum in the current subspace is
achieved and hence no further progress can be made with the current working set. The
subspace may be enlarged by deleting consiraints with negative Lagrange multipliers from
the working set. If only one such constraint is deleted. then the direction of search Adi,
computed as the solution of problem (FDEQP). will be directed into the feasible region (cf.
Powell (1974)).

When the direction of search Ad‘ becomes zero and there are no constraints with a nega-
tive multiplier, then d' is a solution of problem (FDEIQP).
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The method described above may be summarized as the algorithm below :

Algorithm Al:
(0) d°H? given.
i = 0.
(i) Test for convergence.
Terminate if the minimum in the subspace H' is achieved and if the Lagrange multi-
pliers have correct sign.
(ii) Calculate a direction of search Ad'.
(iii) If A ll=0 then goto (vii).
(iv) Calculate a step size a; and set
di*l = d' + o Ad}.
(v) If the step size a; was restricted by one or more constraints, add one of these con-
straints to the working set.
(vi) i = i+1
goto (ii).

(vii) Delete a constraint with a negative Lagrange multiplier from the working set.

goto (ii).
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Appendix B : Transformation of state constraints.

Consider problem (SCOCP) with a scalar state constraint
T(x@)z)S 0 forall OStS<T, (B1)

for which condition (5.1.2.4) is not satisfied. This means that the functions T/ defined as :

7 T(x.x) j=0 (B2)
Ti Mx ) Gxud)+ T Uxe) j=1l..p
do not satisfy the condition :
Ti(xt)=0 forall j=0,1,...p—1 (B3)

The transformation requires the introduction of p additional state variables, denoted y;
(j=1,..p). that satisfy the differential equations :

}}j = Yi+1 j=1,...P"‘1 (B4)
TP (xu.t) (Bs)

Yp
with initial conditions : )

y;(0) =T/ "4x(0),0) j=1..p. (B6)
For a trajectory (x .y u ) that satisfies (3.1.2), (3.1.3), (B4), (B5) and (B6), we have

y;(€)=Ti"Ux()r) OSz<T. (B7)
The state constraint (B1) is now replaced by :

Sx()y@)e) = y,(r)<0 0<:<7T, (B8)

which makes no difference for the solution of the orginal problem (SCOCP). However, one
may easily verify that for the transformed problem we have

Yi+1 j=01,.p-1

St = TP(xut) j=p (B9)

and hence condition (5.1.2.4) is satisfied for the transformed problem.
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Appendix C : Results on the reduction of the working set.

During the execution of Algorithm 5.8, which determines a solution of problem
(EIQP/SCOCP/A), the direction of search can become zero. In this case it is possible that
further progress towards a solution can be achieved by a suitable reduction of the working
set. In this appendix we shall investigate this reduction of the working set.

We note that when the direction of search becomes zero, then the current estimate of the
solution of problem (EIQP/SCOCP/A), (d).d/}). is the solution to problem (EQP/SCOCP)
with the current working set.

The working set of iteration i will be denoted as :
Wi o= WiXWEX . XW Ly, (c1)

Reducing the working set in iteration i yields W C W™l The direction of search
(Ad}.Ad}), in iteration i will be determined from the solution of problem (EQP/SCOCP)
with the working set W'. Because all equality constraints of problem (EIQP/SCOCP/A)
will also hold for solutions to problem (EQP/SCOCP), the direction of search satisfies :

Ad) = f,[z]Ad] + f,[¢]Ad) ae. 0St<T, (cz)
D, [0]agj(0) = o, (c3})
E[T1Adi(T) = 0. (c4)

A requirement for the choice of the working set W' is that a step size a; can be deter-
mined so that (d/*1.d/*!) is at least A-feasible. This requires that the direction of search
must satisfy :

Su 5Aadi @Y + S [HNAdi ) € 0 forall tlew;™! 1=1.k, (CS5)
Sax[£,218di(5,2) < 0 Jorall 1PeWiTh 1=1.k, _ (c6)

i.e. the direction of search (Ad/.Ad;) must be feasible for the grid points which were in
the working set in the previous iteration. Obviously, this requirement is satisfied for all
time points which remain in the working set in iteration i, because for these time points
(C5) and (C6) will hold as equalities. The choice of the working set W' is governed by
the fact that (C5) and (C6) must also hold for time points which are deleted from the
working set in iteration i —1. In view of this choice we shall first prove Lemma C1.

To simplify notation, the superscript i-1 is omitted for the Lagrange multipliers, which are
used in the sequel.

Without loss of generality we shall assume that the working set W/™!, ({=1,..k+k,)
consists of one boundary interval {t{z5] and, in addition, that the working sets W/f:},,
(I=1....k ) contain one contact point t5, (=1,..k,).

Lemma C1: Suppose the solutions of problem (EQP/SCOCP) with the working sets Wi™!
and W' are unique. Let (d.d))} be the solution of problem (EQP/SCOCP) with working set
Wil and the multipliers (X 0,0 H.B}19,,) satisfy the conditions of Theorem 5.5. Suppose
that the multipliers m,;, (1= 1,..k ) are continuous on the intervals (¢t t5 ), (1=1,.k,) and
that the multipliers 7 Ky (1=1.k,) are p-times differentiable on the intervals

o A7) (1=1.k,).
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Let

Adl = d, —di,
Adl = d, —d],
where (d, .d, ) is the solution of problem (EQP/SCOCP) with working set Wi C Wi~L.

If Wi is obtained from Wi~ and if an interval (t1t,)C W/~ (1S1< k) with t1<t, is
eliminated from the working set, i.e.if

W= WX X WA e X W XL XWT
then
§]
f e XSy [t 18 @ )+S, [t 1Adi( ) dr > 0. (c7)
81

If Wi is obtained from Wi~! and if an interval [z‘i‘“ ,?f‘”)c WiTi, (1S1Sk,) with

tﬁ‘“ <z ; 1+1<t,;‘-H is eliminated from the working set, then
;lkl+l ’
= i A e ko Sk
[ M@z le1AdiCe) de + 3 747184501 1A i) > 0 (c8)
llzl-H i=1
where :
_ » a"my (@) &y o+
T)o/(z) = (—'1) l—Pl forall tll <t<t21 » (C9)
dt
P
i —_ —F b4+ I3 1 .
P = BA GO G =12 (c10)
If Wi is obtained from Wi™! and if an interval (;;‘H,t;‘H]C W,.‘l“),l, (11 k,) with
zﬁ’” <;§’+1<t;’+l is eliminated from the working set, then
11;1-4»!
= i e k¥ P kg
[ A2l lddi@e) de + T 557847 5 adie5™) > 0 (ci1)
7;!¢l ji=1
where : T, (¢ ) is defined by (C9) and
P e
e -J P ) .
vt = = (=1 dzp”j“l (z20 =) j=12.p. (c12)
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Reduction of the working set

If Wi is obtazned from Wi™Y and if an interval (tt,)C W‘x“’ (1K1 k) with
tl i+ <t1<t2<tz " is eliminated from the working set, then

5]

S TSt 1adi) de > 0 (ci3)
'

where : Ty (¢ ) is defined by (C9).
If Wi is obtained from W'~=! and if a contact point th e Wi T4, (1SISky) is eliminated
from the working set, then

V18, [£5]Adi(25) > 0. : (ci4)

Proof : As a notation for the objective function of problem (EQP/SCOCP) we shall use
f(d, .d,). Because (d}.d}) is a solution to problem (EQP/SCOCP) with working set Wi~!
and multipliers (A 7.5 .%.8/1.7,1), we have

T
fdiaiXad, .Ad,) — j N (Ad, —f. [t1Ad, —f,[t1Ad, ) dr + & D, [0]Ad, (0) +
0

!
2

k
FTEITIA, () + T [ 7, XS 1 [ 1Ad, +8,,, [ 18d, ) de +
I=1

!
51

A= eir kg ko _ ; I
2 BASITNey  1ad (1) + 9,185, (5144, (£4)
=
forall Ad,eW;,007),Ad, €L [0T]". {C15)

Because the solutions of problem (EQP/SCOCP) with the working sets W ™! and W' are
supposed to be unique and the working set is reduced, we have

7(d..d,) < Fdidd, (C16)
and hence, (f is convex),
Fdidiyadl.adl < 0. (c17)

Because for the direction of search (Ad/.Ad,), equations (C2), (C3) and (C4) hold, (C15)
yields :

W M__

f XSy [t 1Adi 451, [t 1Ad)) dt +
I
51
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k1+l
ky Iy ) )
S e e e XST 2 1Ad i +55, [0 1ad ) dt +
=1 ’k l-H
1
3 BASE AT A T + TS (4184 (5)
j=1

= — fdi.di)NAdiAd]) > 0 (C18)

For all time points which remain in the working set, equality will hold. Therefore cn
and (C14) follow directly from (C18).
Equations (C8), (C11) and (C13) follow indirectly from (C18) using

P 3 . 3
[ B @S5l 1ad i +55, 00 18d ) de + 3 Bhsiplei ™ 1adi i) > ofc19)
i=1

!+'

Similar to the integration by parts performed in Section 5.1.1 on (5.1.1.33) this yields :

1k1+1
2
f No ( )SZI.\ [t ]Ad)" dr +
k1+l
h
4l , , ) o . ) . It
5 (it it + wh s e T a6 | > 0. (c20)
j=1
which implies (C8), (C11) and (C13).

0

The results contained in Lemma C1 are used 1o develope the active set strategy for the case
that the working set is to be reduced. We shall consider a number of different cases in the
lemmas below.

Lemma C2: Assume the hypotheses of Lemma CI hold. L€ {1...k,}. 7€ {1....p1},

M) < 0. (c21)
and

(i) c with

If Wi is obtained from Wi~ and if the interval (t_,.l_l 1,1 ) is eliminated from the working
set and Ad/ is continuous on the interval (G2 5% ), then there exist a 8 >0, such that for
all o<t —t,L, <8,
S [BYALIE) + 5y, (211840 < 0. (c22)
Proof : (C7) gives with £,;=¢,%; and 1,= 64
'_rl+1
f 7, XSy, [216d] + Sy, [t18d)) at = (54 =55 W (S 1 1,1 18d @) +

<1
ey
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Reduction of the working set

S A GED) + oY —11 ;) < 0, {c23)
and hence if %, —z,%; is ‘sufficiently small’ this yields
M8, )S 1 1,118 1) + S, (1,184 (1)) < 0, (C24)

which in view of (C21) is equivalent to (C22).
]

We note that in case t? is an entry- respectively exit point, an analogous result can be
derived under the hypothesis that Ad/ is continuous on (z,1.2,},; ) resp. (¢,1;.5,%).

(i) Suppose
vh <o, (c2s)
and
£, =l

If Wi is obtained from Wi~! and if the interval [t,%1,%) is eliminated from the work-
ing set, then there exists a 8 >0, such that for all 0<1,%,—1,°< 8,

S 6,2180di (%) < 0. (C26)
(ii) Suppose
7% <0, {c27)

and

If Wi is obtained from Wi~ and if the interval (2,2, t,?) is eliminated from the work-
ing set, then there exists a 8 >0, such that for all O<t,A2—-t,2_1 <8,

Sax[8,218d1(2,%) < 0. (c28)
Proof : (C8) is used to prove (C26) in the following way

T2
L]

o (£ )So, [ A (2 ) dr + S48 10, D) > 0. (C29)

)
!

This gives
|75 + 170 GG =52 | S (52105 +
170 (%00 —02)S 00 15108155 ) + 0G5 =57 > 0. (C30)

Because the time point t_,2+1 is not removed from the working set, the second term is zero,
and hence for ‘sufficiently small’ £,%.; —z,% we have

P+ 3 M0 (6% =10 | Sa[71ad () > 0. (c31)

Also for ‘sufficiently small’ ¢,%, —¢,2, condition (C25) yields
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7+ 1 Mo @51 <0, (Cc32)
and hence (C31) implies (C26).
(C28) follows similar from (C11).
[m}
Lemma C4: Assume the hypotheses of Lemma CI hold, le{1,.k,}, p;=2 and r €{0.,1....75}.
(i) Suppose, in addition, that t,°=t} ,

=1
v
74— == <0, (€33)
L% Sl 7%
If W' is obtained from Wi~ and if the interval [1,%.1,%.1) is eliminated from the work-
ing set, then there is a 8> 0, such that for all 0<%, —1,°<8,

S 520413 < 0. (C34)

(ii) Suppose, in addition, that t,°=t!

S1
—0 Vi1

1= = =3 > 0, (C35)
Lyt :

vh <O, (€36)

22651 c Wi R (C37)

If Wi is obtained from W~ and if the interval (£,%1,%, ) is eliminated from the work-
ing set, then there is a §> 0, such that for all 0<1,%,—1,°< 8§,

Sanlt%118di(2%) < 0. (c38)
(iii) Suppose, in addition, that t,°=1t}

—0 ’7112

vy + == < 0, (039)

1,2~1,2,

If W' is obtained from W'=! and if the interval [1,%.; 1,°) is eliminated from the work-
ing set, then there is a 8> 0, such that for all 0<1,>~1,%, <8,

San [5210d 152 < 0. (c40)

(iv)Suppose, in addition, that t_,2= t’2 R

Vin + ST > 0, (C4])
L

7L > 0, (C42)

(22 171 With. (C43)

If W is obtained from W'~ and if the interval (1, , 1,?) is eliminated from the work-
ing set, then there is a 8§ >0, such that for all 0<t,2~1,2 , <38,

Son 6,21 18dj(52 1) < 0. (C44)
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Reduction of the working set

Proof : We shall first prove part (i), which follows from (C8). For the case p, =2, this
yields :
7%

Mot IS, [21Ad i) dt + TAS 5, [1,2Ad 1 (2,2) + 5S4, (5,21Ad (%) > 0.(C45)

Y

The last term of (C45) is now considered as :

SHE2 + S [52diED) = gt_

Saltl+ Sale ]dx"(t)],=,-rz (c46)

S + S35, ) = L

7 (C47)

SZI[t] + S2[x [z]‘ixl(t)

=72
=1,

((C46) and (CAT) are true because d; and d, both satisfy the linear differential system of
problem (EQP/SCOCP)). And hence,

SL[EAIAdIGED) = L |55, [0 182i()| -, (c48)
dt ! t,.

An approximation of (C48) is :
San 821104} (62%0) — San [ZZ]Ad HOED)

S, [62Adi@) = e +0@4, =55, (C49)
L% — L,
which becomes :
o S [8,210d ) (2,2) -
5211,\» [t,.Z]Ad;. (I,~2) = - it_—z——Tr—- + O(t,.2+1 “trz), (C50)
r+1 7 b

because t_,.2+1 remains in the working set.
The remaining terms of (C45) are treated similar as in the proof of Lemma C3, part (i),
this gives :

7, - - _ - o _ -
v - 3—1272 + %(z,?+l ~,2 W0 (6D | S o [5,210d 1 (£2) + 0 (5,2, —1,2) > 0. (C51)
r+1 74y

For “sufficiently small’ 1,%.; —,> we have
v _ _ -
il_lol ===y + -;-(t,z.H —t,.z)'f_)()/ (I,.z) < 0, (C52)
S R
whenever (C33) holds. This yields (C34).

To prove part (i), we consider (C45) with ¢,%, replaced by f,%,. Because the time point
t,? will remain in the working set as a contact point we have

Sa [2718di(,%) = 0. (C53)
Therefore (C49) becomes :
Sanlt%118d i 25,)

52 ;2
L — 8

53 022adi@?) = + o003, —1,2). (C54)

Now (C45) with 1,2, replaced by 1,%, gives :
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T4+ GRa—t70 G2 | San (630 1Ad 1 (551) + 0 (G52 —287) > 0. (C55)
For “sufficiently small’ 2,5, —f,% we have
Th + (5% =M 2) <0, (C56)

whenever (C36) holds. This yields (C38).

The proofs of parts (iii) and (iv) are omitted because they are straightforward
modifications of the proofs of parts (i) and (ii), based on (C11).
a

Lemma C5: Assume the hypotheses of Lemma CI hold, le{1,.k,} and re{1...p,—1}. Sup-
pose in addition that

Mo (6,2 < 0, (c57)
and
%, 2.5, lc Wi e (C58)

If Wi is obtained from Wi~ and if the interval (t?_ 1.521) is eliminated from the working
set, then there is a >0, such that for all 0<t,%,—t,2, <38,

San [£718di (2,3 < 0. (C59)

A proof of Lemma C5 is omitted because it is a direct analogue to the proof of Lemma C2,
based on expression (C13).

Lemma C6 : Assume the hypotheses of Lemma CI hold, L€ {1...k,} and r €{0,1,..7,}. Sup-
pose in addition that

v < 0. (C60)

If Wi is obtained from Wi~ and if the time point t% is eliminated from the working set,
then )

S led1adiet) > 0. (cel1}

A proof of Lemma C6 is omitted because it follows almost immediate from Lemma C1.
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LQ-factorization of the matrix of constraint normals

Appendix D : LQ-factorization of the matrix of constraint normals C.

D1 : Structure of the matrix of constraint normals C.
D2 : LQ-factorization of a block banded system using Householder transformations.

D3 : LQ-factorization of the matrix C after modifications in the working set.

This appendix deals with the LQ-factorization of the matrix of constraint normals C (cf.
(6.1.2.11)), which is an important issue in the application of the Null space method for the
solution of the collocation scheme. The standard approach for dense matrices is to compute
the LQ-factorization of an m X7 matrix by means of Householder transformations. This
requires approximately m>(7~m/3) flops. if @< 7 (cf. Golub et al. (1983), p.148). In the
present case 71 and A are ‘large’ (7.7 >100) which makes the standard approach not
feasible. Fortunately, the matrix C is a block banded system for which an LQ-
factorization algorithm can be used which preserves its sparsity. In Appendix D1 the
structure of the matrix C is considered in more detail. The computation of the LQ-
factorization of a block banded system using Householder transformations is thereafter
discussed in Appendix D2. For the solution of problem (EIQP/SCOCP/A) via Algorithm
5.8, it is necessary to solve a series of problems (EQP/SCOCP), each with a slightly
modified working set. It is possible to obtain the LQ-factorization of the modified matrix
C in this situation using the LQ-factorization of the matrix C belonging to the previous
working set. This is discussed in Appendix D3.

Appendix D1 : Structure of the matrix of constraint normals C.

The matrix C defined by (6.1.2.11) - (6.1.2.13) turns out to have the following structure :

Cy ai
C—z Iaz
63 1(13

C = | . (D1.1)

Cr - Ialr -1
G, [a,c
n, nz ns -1 ny

where the matrices C_J are m; Xn; matrices and a; (2 0) denotes the number of rows of
block C; which have no overlap with the rows of block C; ;. For the last block C,c we

define @y ‘= m,; . Because C is an m X7 matrix :
IC IC
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m=Ya. (D1.2)
j=1
lC

7= Yn;. (D1.3)
i=1

There are various alternatives for the actual choice of the submatrices C, . One possible
choice is to set C, =C, for all ». However, as revealed by the Definition (6.1.2.12) the sub-
matrices C, still contain a number of trivial elements. One alternative is to split the blocks
C, (r=0,1,.p—1) into two submatrices C—zrﬂ and 52,. +2. Where the matrix 52r+1 con-
tains the first n columns of the block C, and c 2 +2 the remaining {(m+n) columns. A
second alternative is to splitt depending on the upperpart of the last [ (m +n) columns C,
into two or more submatrices. For simplicity this road was not followed in the actual
implementation. The submatrices are chosen as :

K,
N,z ]
0

Cops1 = r=01,..p—1, (D14)

~

1
I

i
c+U+n + Y k() r=0
i=1
Mo, 41 = . (D1.5)
¢, + (U+22n + L k(7y4:) r=12,..p—1
i=1

(The matrices N, [t, ] are ¢, Xn matrices.)

Ragy = N r=01,..p-1, (D16)
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C2r +2

Moy +2

Nar+2 -

CZp-H

M2p +1

Nop+1

0

0
Gllr
Gayr

Gl 1r

Glr

(I+n

Iim+n)

-1

n+q,

n

E [T}’

LQ-factorization of the matrix of constraint normals

Re7y41] RElT,pa] O

0
0
Hy, G

Hllr
ﬁlr

Lo
+ Tk,
i=1

The total number of submatrices C ; is

L =

2p

The numbers a §

Qar41 =

Aor+2 -

a2p+1

+1.
are :

c
n +ec,

r=0

r=12,..p-1

-
in + Zk(Tlr-H)'

i=1

n+gqg,.

. Rty 4]

Hllr

Hllr
r=01..p-1,
r=01....p—1,

r=01,...p~1, (D1.7)

(D1.8)
(D1.9)

(D1.10)

(D1.11)
(D1.12)

(D1.13)

(D1.14)

(D1.15)

{D1.16)

If the matrix C is stored in the same way as dense matrices are stored, then the storage
would require
2m;-n; Km-7, this would be rather inefficient. In view of the fact that the LQ-
factorization exploits the block structure of the matrix C an obvious choice is to store the
matrices C—J as dense matrices.

m-n  locations.

Because the matrix C

is large and sparse, i.e.
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Appendix D2 : LQ-factorization of a block banded system using Householder
transformations.

In this appendix the LQ-factorization of a block banded system, i.e. the matrix C, will be
considered. Thereto to the notations and terminology of Appendix D1 are adopted.

For the sake of completeness we shall first recapitulate the Householder transformation
which is used to zero a number of elements of an fi -vector v (e.g. cf. Golub et al. (1983)
or Lawson et al. (1974)).

Essentially a Householder transformation applied to an 7 -vector is an n Xn orthogonal
matrix of the form :

Q=1I; +b w’, ' (D2.1)
where u is an 7 -vector and b=—lul 2.
vy Vi
Vp -1 Vp—1
vp Vo
Vp+1 Vp+1
Vv = vll_l Q‘V = V[l__l (DZ.Z)
Vi, 0
0
V[z
Vi1
Vit
Vi
V;;

The effect of the matrix Q in transforming the vector v, is depicted by (D2.2) and can be
described by means of three nonnegative integers p, 7, and I, (with p <1;%13) as follows :

1) If p>1, then the cOmMponents v .....v, -1 are io be left unchanged.
2) Component v, is permitted to change and is called the pivot element.
3) If p <l,—1. then cOmMPONEN1s Vp 41.....Vy,—1 are 1o be left unchanged.
4) If 1,<1,, then the components v; ...... v, are 1o be zeroed.

5) If I,<r, then components v, j......V; are to be left unchanged.

The components of the vector u and the factor b. necessary to compute the Householder
matrix Q(p.l1.l2). which has the above mentioned properties follow from the algorithm
below (cf. Lawson et al. (1974)) :
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Algorithm D1 (p,11,12,v,b,u,ﬁ)

iy 2
(i) 5 = ~signlv,) v+ } v
i=1,
Gi) w =0 i=1.p—1
Gii) u, = v, — 5
Gv) v, == 0 i=p+1,...0,—1
) u = i=lyedy
(Vi) U; = i=l2+1,...v,ﬁ
(vi) b = su,
(viii)
I; + b ifb =0
Qplils) =, ifb =0

In most cases it suffices when matrix-vector products of the form Q-v can be computed.
We note that because Q is symmetric we have (Q-v )Y =v7.Q. Using the vector u and the
factor b as computed by Algorithm D1, the multiplication Q-v can efficiently make use of
the special structure of the matrix Q. as follows :

Qv=v +b wulv=v+ru, (D2.3)
with :

(w7 v)/b. (D2.4)

t

Because matrix-matrix products of the form Q-A and A-Q consist of a number of
matrix-vector products, this type of multiplication allows a similar use of the structure of
the matrix Q.

As a first step towards the LQ-factorization of the matrix C we will consider the LQ-
factorization of the block banded system (D1.1) using the standard procedure for dense
matrices, which may be described as follows :

Algorithm D2
c() =C
For j'=1ltwm
do

Calculate a Householder transformation Q;(j.j+1.7) that zeroes the elements
(j.j+1)(j D) of the matrix C-Q; (j,j+1.7).

Calculate C/ %1 := C1.Q;(j.j+1.a).
od

In order to give a simple description of the inefficiency of Algorithm D2 for the LQ-
factorization of the matrix C, we consider the following slightly different form of a
banded system, which is also denoted as the matrix C (strictly speaking it is a special case
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of the matrix (D1.1), where the submatrices D ;j contain trivial elements).

™

Ny

w N
HB FH H

9]
n
R

(D2.5)

RH

R H

o
3

n n n n
The matrices C ; and D ; are m X7 matrices, with i <h.

Lemma D3 : If Algorithm D2 is used to triangularize the block banded system (D2.5), then
the matrix C'™ | ie. the matrix C/ after i times m orthogonalization steps, (1Li <l.), has
the following form

L,

3

>
T R

=
3

Ciﬁ: - F‘, Gi Ci"_:"l -D~i+l (D26)

R

(9T}
5
N

R

m m .om o iln—m) # 7 . i

where the submatrices L; are fuXm lowertriangular matrices (j=1.....i ), the submatrices
F; (j=1,..i)are m Xm matrices and the matrix G; is an m Xi (n—m ) matrix.

Proof : The proof is given by induction. Therefore the case i =1 is considered first.

The kth row of the matrix C/ is denoted by ¢/. The rows of the matrix C* satisfy :
el = ol + utw T e 0b), (D2.7)

where the vector u! is calculated by Algorithm D1 and thus satisfies :
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yl=0 forall 1=2n+1,....7. (D2.8)
Because

cd=0 foral k=2m+1..mandl=1.... .Zﬁv, (D2.9)
we obtain

el =¢f foral k=2m+1,...7 (D2.10)

As a consequence of (D2.8), the elements of the columns 27 +1..7 will remain
unchanged.

Thus ‘fill-in’ is generated in the rows m+1,..2m and columns 1,....7. The matrices
Dz,....,D,(_l and Cj..... ,C,c remain unchanged.

The orthogonalization steps for [ =2,...,/m are essentially the same as this first step, because
the block structure of C! is almost the same as the structure of C°.
After m steps we have :

L, 0 0
F, G, C¥

¢, D,
0o C,

i.e. the matrices F; and G, represent the 'fill-in’ in the rows m+1.....2m and columns
1...n. The dimension of the matrix G, is m X(n —m).

To prove the induction step i = i+1 we use the following result :

"The first im rows and columns of C and CY*D7 are identical." (cf. Tewar-
son (1973)).

Because i €. —1 it suffices to consider the triangularization of

Gi _iirj-]l 5i+1 771
éi+2 m
E= ) . {D2.11)
D,y |m
C, )
i(n—m) IS 7 . . 7

The approach is now essentially the same as before. In the first step the vector u satisfies :
w =0 k>i(n—m)+2n. (D2.12)

Because only the first 2m rows of E contain nonzero entries in the columns
1....i(n—m)+2n, fill-in will only be generated in rows m+1....2m and columns
1....i(n—m)+2m. Observing that this proces is essentially the same for the steps
j=2....m, we obiain the desired result. We note that during these steps the total amount
of fill-in has increased with m (7 —m ).

O

The result of Lemma D3 indicates that during the factorization proces of C, fill-in is gen-
erated in a way that, if m <n, large nonzero submatrices are generated. Fortunately it is
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possible to modify the procedure such that this problem is circumvented. This modification
was invented by Reid (1967) and makes use of the block structure of the matrix C as
depicted by (D1.1).

The essence of the approach is that instead of zeroing all elements of a row with one
Householder transformation, the elements of a row are zeroed by several Householder
transformations. Each of these Householder transformations is constructed so that it
zeroes all elements on one row of one specific block and leaves the elements of all other
blocks unaffected. For the statement of the Algorithm D3 we need the following terminol-
ogy. Suppose that the nonzero elements of the jth row of the matrix C are in the subma-
trices C and C,+1 and that the column indices, relative to the matrix C, of the first and
the last column of the submatrix C; are respectlvely i, and i,. The column index of the
last column of the matrix 5,-+1 is denoted by i3. Algorithm D2 is modified into :

Algorithm D3
cl:=cC
For j=1tom
do

Calculate a Householder transformation  Q J-l( ji1is) that zeroes the elements
(781)0e(j i) of the matrix C/-QMj i 1d2).

Calculate a Householder transformation Q j2( jiat1iz) that zeroes the elements
(jiz41)...(f.ia) of the matriz C/ QM ji1iz)Q2(jia+1.is).

Calculate C1*1 1= C/.QM(j.iyi2)Q(jiat1ia).
od

Reffering to the proof of Lemma D3, we observe that in Algorithm D3 the vector u for the
Householder transformations is chosen so that during this proces only fill-in is generated
in the pivotal column. The triagularization of the matrix C follows essentially the same
pattern as in Lemma D3, with the matrix G; containing only zeroes.

This approach has the following two advantages if m <n :

1) There is a considerable saving in flops.
In the terminology of Lemma D3, using the standard approach the elements of the sub-
matrix G; must all be zeroed (cf. Reid (1967)).

2) Except for the pivol elements u,, the nontrivial elements of the vectors u can be stored
by overwriting the entries of the matrix C, similar to the standard procedure with
Householder triangularization of dense matrices. This is possible because the matrix G;
contains only trivial elements and hence requires no storage.

In the actual implementation of the L.Q-factorization the matrix L is formed explicitly.
This matrix can be stored efficiently by taking the sparse block structure into account. A
simple analysis reveals that, except in very special cases, the matrix @ is a dense matrix.
Because of this nonsparsity the matrix Q is not formed explicitly, but it is stored in fac-
tored form, i.e. the vectors u defining the Householder matrices le and sz are stored.
Hence the storage of the Householder factors requires the same amount of storage as the
storage of the matrix C.
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Appendix D3 : LQ-factorization of the matrix C after modifications in the working
set.

The solution of problem (EIQP/SCOCP/A) requires, in general, the solution of several
problems (EQP/SCOCP) with a slightly modified working set. A numerical approximation
to the solution of problem (EQP/SCOCP) is obtained as the solution of the collocation
scheme. A modification of the working set of problem (EQP/SCOCP) translates into
modifications in the matrix of constraint normals C.

We mention the following possible modifications and their influences on the matrix C,
that follow immediate from Section 6.1.2 :

Modification of the working | Modification of the matrix C

set of problem (EQP/SCOCP)

A mixed control state con-
straint changes from inactive
to active at a collocation point
A state constraint becomes a
contact point at a grid point

A boundary arc of a state
constraint is expanded with
one grid interval

A row is added to C

A row is added to C

! rows are added to C

A state constraint has a con-
tact point which changes into
a boundary arc of one grid in-

I+(p;—1) rows are added to
C (p; is the order of the state
constraint)

terval

In the table above the modifications are all constraints which change from inactive to
active. A similar table can be made up for the reverse case, i.e. constraints which change
from active to inactive. The resulting modification of the matrix C is in this case that rows
are deleted from the matrix C. We note that modifications of the working set of a state
constraint may result in a modification of the matrix C of more than one row.

In linearly constrained optimization it is common practice to make use of the previous fac-
torization of the matrix of constraint normals, with the calculation of the factorization of
the modified matrix of constraint normals. We do not intend to give a survey on methods
for the calculation of these updated LQ-factorizations, for this we refer to Gill et al.
(1974a), Golub et al. (1983, p.437) and Lawson et al. (1974, p.174 and p.208). Most of
these techniques focus on calculating an update for the matrix L. The matrix Q is con-
sidered to be either explicitly formed, or to be discarded completely, immediately after the
factorization.

In the present case however, the matrix 0, which can only be stored in factored form,
playes a key role in the Null space method. Because it is our desire to preserve the sparsity
properties of the factored form of the matrix @, a suitable way of updating the factoriza-
tion is to ‘restart’ the LQ-factorization algorithm at a suitable point. We shall outline the
method first without making explicit reference 1o the sparsity of the matrix C.

Let

175



Appendix D

T
co = [LoH O][Qoldl (D3.1)
and
old - ct new ct (D3.2}
c = C%ld c - clz'zew -

where C{¢ is an /X7 matrix. The LQ-factorization of the matrix C°? is known and the
rows iy, . .. ,m of the matrix C are modified.

The LQ-factorization (D3.1) is now rewritten as :
L§ 0o
LY 0

old

old
C3

old old —
-Q94-0%¢ =

{D3.3)

where the matrix Q¢ is the product of the Householder transforms which were used to

obtain LY, ie.

C(ildQ‘ild = L‘i[d. (D3.4)
Now consider
old L gld 0
cre Q ?Id - C %ew Q (ild = C ger ¢ild (D3 5)

Once the matrix C3¥Q9“ is calculated, the LQ-factorization proces can be restarted with
the triangularization of row 7m;+1. We note that this method is essentially the ‘removal
part’ of method 2 of Lawson et al. (1974) (p.177-178).

Now consider this method for updating the LQ-factorization of the block banded system
(D1.1). In the implementation of the method, a copy of the matrix C is preserved. When
the working set is modified, this copy is modified first. The LQ-factorization of the previ-
ous matrix C is thereafter updated using this modified matrix.

For the calculation of the product C5“09%, we consider the actual block structure of the
matrix C which follows from Appendix D1.

Coar =ig

At i0+ﬁl

CZI' +1

Figure D1

The blocks C 2 +1 and Cc 2-+2 contain the coefficients of the linear equations, corresponding
to the constraints on the grid interval [¢, 2,21

If the factorization proces is to be restarted at row i,+m as depicted above, the calculation
of the matrix C5*Q% involves only Householder transformations used in the previous
factorization proces for the triangularization of rows igi¢+1...... io+m—1. When the fac-
torization proces would be restarted at another point, this would involve also Householder
transformations from other blocks. (Note : the row of the blocks C. 5 and C_z,v.,.z never
overlap.) Because this strategy allows a simple implementation, this strategy was adopted
for implementation.
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Appendix E : Computational details.

El: Calculation of the Lagrange multipliers for the active set strategy.

E2 : Approximation of the Lagrange multipliers of problem (EIQP/SCOCP).
E3 : Calculation of the matrices M,, M3 and M.

E4 : Strategy in case of rank deficiency of the matrix of constraint normals.
E5 . Automatic adjustment of the penalty constant of the merit function.
E6 : Computation of the merit function.

E7 : Miscellaneous details.

The Appendices E1 - E7 deal with a number of computational details of rather specialized
nature. In Appendix E1 the computation of the Lagrange multipliers, required for the
active set strategy of Algorithm 5.8, is discussed. The computation of the Lagrange multi-
pliers, which are used for the computation of the merit function, is discussed in Appendix
E2. The matrices M5, M3 and M4 (cf. (4.2.1.12) - (4.2.1.14)) can be computed in two
different ways, this is discussed in Appendix E3. In Appendix E4 the case of rank
deficiency of the matrix of constraint normals, which may arise during the execution of
Algorithm 5.8, is considered. A procedure for the automatic adjustment of the penalty
constant of the merit function is given in Appendix E5 and the computation of the merit
function is discussed in Appendix E6. Appendix E7 deals with some details related to the
implementation of the method.

Appendix E1 : Calculation of the Lagrange multipliers for the active set strategy.

For the solution of problem (EIQP/SCOCP/A), more specifically for the active set strategy
(cf. Section 5.2). the Lagrange multipliers (fo, .77, " .F/5") are required. These multipliers
are related to the multipliers 7, ,+& and B/, which are obtained via the solution of the

linear muliipoint boundary value problem, by (5.2.23), (5.2.26) and (5.2.27), i.e.

d™m, ety

ok —_
For () 1= (=1)P" = forall T 4<e<y " = k=1..k, (ELI)
dt
LAt A
. - —j S .
TITY = B+ (1) d”—H; G+ j=lepe k=1...k, (E12)
t
P T
i - gk ek .
IR G b i dt”"—H; " =) j=leope k=1,..k, (EL3)

where p; is the order of the state constraint Sy . (As in Appendix C, it is assumed that
gtk ko k
the working set S, has only one boundary arc [z, 51 1)

The collocation method yields a numerical approximation to the multipliers 7, ,+k at the

collocation points 7, ;. Because a boundary interval contains at least one grid interval
[¢, .2, 4+1] and each grid interval contains [ collocation points, there are at least I values
'r_)klﬂ available.
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To obtain a numerical approximation to the multipliers (T, 74, .¥45) from (E1.1) -

(E1.3), a numerical approximation to the time function 7, 4+ (¢) is required on the entire

ok
interval [zl‘ 220 ]

One possible approach is to approximate the function T .+ (z) on the grid intervals with
an ({—1)th order polynomial. However, this approximation will in general be discontinu-

ous at the grid points ¢.. It is reasonable to expect that M ¢ (t) is a C™*-function on

&k —.( yHE 1+ 1k
P ). i.e. M 4« (¢) is continuous at the time points ¢, € (tl tz ).

Therefore a more logical choice is to consider an mterpolatlon of M, L+ (z ) over the entire

—k tk —I‘l +k

interval (tl ). In the implementation 7 o+ (¢) is approximated using a cubic

spline (cf. de Boor, (1978)) over the entire boundary interval. This interpolation technique
is suitable for dealing with the cases p; =1 and p, =2, because a cubic spline has continu-
ous first and second derivatives. For cases with p, >2, a higher order spline interpolation
should be used, because in general, the third derivative of a cubic spline has discontinui-
ties.

Appendix E2 : Approximation of the Lagrange multipliers of problem (EIQP/SCOCP).
In this Appendix we shall consider the calculation of approximations to the Lagrange mul-
tipliers of problem (EIQP/SCOCP), as they are required for the calculation of the merit
function.

First consider the exact solution of problem (EIQP/SCOCP), which is also a special case of
problem (EQP/SCOCP). Using the multipliers defined by (E1.1) - (E1.3), the Lagrange
multipliers corresponding to the state constraints of problem (EIQP/SCOCP) satisfy :

Fe@) = T (0)  foral 57T << k=14, (E2.1)
by =P k=1...ka (E2.2)
Vi =V k=1...k,. (E2.3)

For this solution the multipliers (17{,“1,17/!3_1) (j=2...p; ) must satisfy (cf. (3.3.6.2) -
(3.3.6.6)):

Firt=0 j=2,...p k=1... ko, (E24)
vil=0 j=2...p k=1..ks, (E2.5)

Instead of solving problem (EIQP/SCOCP) exactly, the solution of problem (EIQP/SCOCP)
is approximated, by using the solution of problem (EIQP/SCOCP/A). Based on (E2.1) -
(E2.3) we use the multipliers (Mo .7, 2’,,17/?3) as approximations to the Lagrange multipliers
corresponding to the state constraints of problem (EIQP/SCOCP). Thus it is neglected that
(E2.4) and (E2.5) may not hold exactly.

We now consider the adjoint variable of problem (EIQP/SCOCP). Similar to the approach
followed above we first consider the exact solution of problem (SCOCP). In this case the
adjoint variable X, which is obtained as a solution to the linear multipoint boundary value
problem of Section 5.1.3, satisfies the conditions of Theorem 3.16 for i =p. The adjoint
variable which satisfies the conditions of Theorem 3.16 for i =0 may thus be obtained as
(cf. (3.3.6.2) - (3.3.6.6)) :
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&, ey

de P« —J

ky Py ;
S =xe)+ ¥ ¥

k=1j=1

SicMe ¥ 0<:<T. (E2.6)

It is this multiplier that is used for the calculation of the merit function.

The multipliers 7);, & and & corresponding to the solution of problem (EIQP/SCOCP) are
approximated by the multipliers 7y, & and g, which are directly obtained as the solution
of the linear multipoint boundary value problem.

Appendix E3 : Calculation of the matrices M2 R M3 and M 4-

In this appendix the calculation of the Hessian of the Lagrangian, more specifically of the
matrices M,, M 3 and M , is considered.

We recall that the matrices M,, M3 and M 4 are defined by (4.2.1.12) - (4.2.1.14) as: ¥
Moft]:= foule T+ N@)afo [t 1+ Mm@ )eS1, [e]  0Sz<T, (E3.1)
Milt]:= fou le]+ N@)af, [e ]+ m)sSy,, 1] osz<7T, (E3.2)

<

<
MAel:= foule ]+ X@)xfu le ]+ 1@ %81, 12 ] 0<z<T. (E3.3)

t

We note that in the definition of the matrix M, use was made of the assumption done in
Chapter 5 :

Shwltl=0 foral j=01,..p—1 k=1,.k,. (E34)
The multiplier A is the multiplier whose calculation was discussed in Appendix E2 and is
computed by (E2.6).

The following lemma shows that the matrices M,, M3 and M 4 can also be calculated using
multipliers (A, 7).

Lemma E1: If

Shiltl=0 forall k=01...p—1 j=1,., ks, (E3.5)
and
Ae) = M) + ‘}f %(—1)”"“" WQ‘;‘[HT 0St<T, (E36)
k=1j=1 de*
then
M1l = fou e 1+ X(Oxf e 1+ H10 )82 [r] 0K <7, (E3.7)
Mt} = fo el + X@)af [t 1+ A, 282,021 0L <7, (E3.8)
Moltl= fo le]+ X(e)efo e 1+ M x8 5[] 0<e<7T, (E3.9)

where §7 is defined by (3.3.5.11).
Proof : To prove (E3.7) - (E3.9) we have to show that

t For the sake of brevity the iteration index I was omitted for the multipliers.
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A@)*f [t 1= X ) xS, [e ]+ W2 )288,,[t]  OSesT (E3.10)
A )f, [t]= M@ )xf e 1+ Mo(e)%88,,[t]  0<:t<T, (E3.11)
ME)af 1= Xt )nfo [t 1+ (e D588, [t]  OSe<T (E3.12)

where 7, denotes the last X, components of the vector M and S5,,. S5, and S8 denote
the Hessian of the last k, components of the vector §7.

Considering (E3.10), using (E3.6) we obtain :
A )sfi 1= X )afn 1] +
ka Py L d e, L@ ,
Yy T (= ———pt—i:;"——sg,;l[z Fr.lel o<:z<rT, (E3.13)
k=1j=1 de

From Section 3.3.5 we recall the definition of S/ :

S = Sop + S i=lp. (E3.14)
and hence

Sk = St + SIGAf + SIGM. i=lep. (E3.15)
Using (E3.5) this becomes :

Shiy = Siad + St iTlep. (E3.16)
and hence

Sk = Shihx + Shich Sy + S§aMee J=Lpis (E3.17)

Using (E3.5) once more we obtain :

) 0 j=1l...p—1
S8 = { p _ (E3.18)
Sakax J= Pk

Substitution of (E3.18) in (E3.13) yields (E3.10).

The proof of (E3.11) and (E3.12) follows similar lines.
[m]

Lemma E1 shows that there are two alternatives for the calculation of the matrices M,
Mg and M,. Now consider the case that the step size o; in Algorithm 4.4 equals one. In
this case A =A‘"!, i.e. the curreni estimate of the multiplier A is the multiplier A of the
previous iteration (the adjoint variable corresponding to the solution of problem
(EIQP/SCOCP/A) in the previous iteration). This adjoint variable is obtained from the
multipliers X and 7 which were obtained as the solution of the linear multipoint boun-
dary value problem, via relation (E3.6). (cf. Appendices E1 and E2). It is well known
that in general, the numerical differentiation of 7, yields relatively large truncation errors
in . Therefore the actual calculation of the matrices M5, M3 and M, is done using (E3.7).
(E3.8) and (E3.9) with X and 7], corresponding to the solution of the last linear mul-
tipoint boundary value problem. When the step size «; not equals one X and 7, are
modified in a way similar to all other multipliers in Algorithm 4.4.
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Appendix E4 : Strategy in case of rank deficiency of the matrix of constraint nor-
mals C.

In Algorithm 5.8 it was assumed that throughout the solution process of problem
(EIQP/SCOCP/A), the matrix of constraint normals C has full row rank. However, in
practice it turns out that this assumption may not always be satisfied.

We shall first analyse this phenomenon from the point of view of finite-dimensional qua-
dratic programming. In this case, the constraints, which restrict the step size, are added to
the working set one by one, therefore the matrix of constraint normals will never become
rank deficient. Considering the addition of constraints to the working set in Algorithm 5.8,
we observe that (in case of state constraints with order 2 1), more than one row can be
added to the matrix C at the same time (cf. Appendix D3).

An alternative point of view follows from the consideration of working sets for problem
(EQP/SCOCP). It is not difficult to establish examples for which a solution does not exist.
Consider the following example :

Méjrfig:ize i Ofrd,,z dt, A (E4.1)
subjectto : d, (1) = d,(t) 0%:<7T, (E4.2)
d,(0)=0 (E4.3)
d(t)=dymax 0<t,: €t €t,<T7T, (E44)
d,(t) = dymax 0t € ¢, (E4.5)

If £3<t,, then problem (E4.1) - (E4.5) has a solution and if ¢32¢,. then (E4.1) - (E4.5)
may fail to have a solution. In the latter case the matrix of constraint normals will be
rank deficient.

We now turn to the consideration of possible remedies for the case that rank deficiency is
encountered.

A remedy suggested by Han (1981) in the context of finite-dimensional quadfatic pro-
gramming? is to use a least squares interpretation of the constraints. At first sight this
seems a suitable alternative, because we have already an LQ-factorization available for the
matrix of constraint normals (cf. Appendix D2). A complete orthogonal decomposition can
be obtained by premultiplication with orthogonal matrices which zero the linear dependent
rows.

However, when there are state constraints of order 2 1 present, the solution procedure
relies entirely on the transformation of state equality constraints into interior point con-
straints and mixed control state constraints. This transformation is based on the fact that
(d, .d,) satisfies the linear differential system of problem (EQP/SCOCP). If the solution of
the collocation scheme would be obtained using a least squares interpretation of the matrix
of constraint normals, then this transformation would no longer be valid, because (d, .4, )
will no longer satisfy the linear equations which were obtained via collocation on the

+ With the method described by Han (1981) also more than one constraint can be added to the working
set at one time.
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linear differential equations. Hence for problems with state constraints of order 2 1, this
remedy fails.

Therefore the following, heuristic, strategy is followed. When rank deficiency is encoun-
tered, a kind of restoration phase is started, which calculates a feasible point with a matrix
of constraint normals of full row rank. This restoration phase follows essentially the same
strategy as the phase 1 of the Algorithm 5.8 as outlined in Section 5.2. For the sake of
brevity, we shall not go into the details of this phase. From the new point, obtained from
the restoration phase, the Algorithm 5.8 is restarted.

We note that with this strategy cycling is possible to occur. i.e. Algorithm 5.8 may return
to the same situation. Therefore a check on cycling is made whenever a constraint is to be
deleted from the working set, i.e. using a unique code for all possible working sets, it is
verified whether the current working set is equivalent to any of the previous working sets.

Appendix E5 : Automatic adjustment of the penalty constant of the merit function.

The merit function (cf. (4.3.8)) is used in the first phase of Algorithm 4.4. The penalty
constant p is, in first instance, supposed t0 be specified in advance and for a 'sufficiently
high’ value of p the direction of seach obtained as the solution of problem
(EIQP/SCOCP/A) will be a direction of descent of the merit function.

Essentially, the role of the penalty constant p is 0 balance a decrease of the objective
function versus violation of the constraints. Taking a very large value for p would there-
fore have the effect of placing large penalties on constraint violation and making the merit
function relatively insensitive to decreasing the objective function. This makes a pro-
cedure for the automatic adjusiment of the penalty constant atiractive. for is such a pro-
cedure is available, it is possible to start with a relatively low value of p. The procedure
will then increase the value of p automatically to a ‘sufficiently high’ value.

The procedure is essentially based on the result contained in the lemma below.

182



Computational details

Lemma E2': Let the merit function be defined by (4.3.8) and let the problem functions satis-
[y the assumptions of problem (SCOCP). For any direction of search (d,, d,, A—X\, N1—n1,
§ ¢, 6—0, u—p) for which (d,.d,) is a solution to problem (EIQP/SCOCP/A) with
Lagrange multipliers ( ) e £ L) that satisfy

Nu@)Z 0 ae 05t<T k=1,.., k. (E5.1)
Ek (t) is nondecreasing on [0,T] k=1,..k,, (E5.2)
let
V. T T 4T 2 Ms dx
M(d, d,) = d,(0) Md,(0) + [(d ) MT M, dr +
d, (TY Msd, (T), (E5.3)
T
I(d, d, 2= id, (ON? + f(lldx @ENZ+liad, EN?) dt + 1d, (T2, (E54)
0

MA=XF=n1E=E.6—0 i)l Z = 1G~al2+ lg—pl? + TIF,~v,12 +
J

r
J ARG =N (NP 41F (2 Y= 4(e M2+ 550 J—me N2 dt. (E5.5)
4]
If there are a § >0 and an €> 0, such that
M(d, d,) 2 8I(d, d N2 (E56)
and
Id, d,NE 2 ei(A=\F1—n1E—E6—0 i—p)l 2. (E5.7)

then, for all p>0
—~M 0N, dy A=\ 1= E—E6—0 i) > 180(d, .d N3 +

de _

e IA=X F=n1 E—€.5—0 j—p)l 2. (E5.8)

The proof of this lemma is a rather lengthy derivation and follows similar lines as the
proof of part b of Theorem 4.2 of Schittkowski (1981). We note that in the proof use is
made of the conditions (E5.1) and (E5.2).

Now we shall consider the existence of a number 8 >0, as mentioned in the hypotheses of
Lemma E2. Because a solution of problem (EIQP/SCOCP/A) is also a solution of problem
(EQP/SCOCP), the second order sufficient optimality condition of part (ii) of Theorem 2.16
may be expressed for problem (EQP/SCOCP) at this point. This sufficient optimality condi-
toin assumes the existence of a 8 >0, such that

L' (d, d, X766 B)(8x 8u)Ex 8u) = M(8x.5u) = 5I(5x 8ull2, (E5.9)
for all (8x ,8u) satisfying
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8% = f [t18x + £, [t 16u ae. 0St<T, (E5.10)
D, [016x(0) = 0, (E5.11)
E[TPx(T)= 0, (E5.12)
Rt18x + R,[¢Bu = 0 ae. 0Xt<XT. (E5.13)

Condition (E5.9) is equivalent to (E5.6) and hence the first part of the hypotheses of
Lemma E2 hold, whenever the second order sufficiency condition of Theorem 2.16 holds
for problem (EQP/SCOCP) and (d, .d,) satisfy the homogeneous constraints (E5.10) -
(E5.13). Because (d, .d,) satisfy the inhomogeneous relations (4.2.1.22) - (4.2.1.25), the
hypotheses of Lemma E2 may fail to hold, even when the second order optimality condi-
tions hold for the solution of problem (EQP/SCOCP). However, this situation is only
likely to occur ‘far from the solution’, i.e. when the inhomogeneous terms in the relations
(4.2.1.22) - (4.2.1.25) are relatively large. Considering the second part of the hypotheses
of Lemma E2, we notice that an €>0 exists, whenever l(d, .d, I 5= 0.

The adjustment of the penalty constant is primarily based on expression (E5.8), ie. if
§>0 and €>0 both exist, then the penalty constant is increased, such that

e _ 1

) > 0. (E5.14)

In the case that (E5.9) cannot be satisfied for any 8> 0, it is likely that the inhomogeneous
terms in (4.2.1.22) - (4.2.1.25) are relatively large. In this case the direction of search will
still be a direction of descent of the merit function, for a ‘sufficiently high’ value of p,
because (d, .d,) will be a direction of descent of the penalty term of the merit function.
The penalty constant in iteration i of Algorithm 4.4, denoted p; is adjusted using the
algorithm below. This adjustment takes place between steps (iv) and (v) of Algorithm 4.4.
Algorithm E3
Given x' W' N mioiu' and didl N H]G
If M(didi) > Othen
5, = M(did)IN(d]diNg
€ :

Wi diMEMN =N Ay E =€ 6 ol =i W E
Pi = pi-1
while p,~<2/(5i€i)
do
pi = 10-p;
od
else
Pi "= Pi-1
while (d, d, ) is no direction of descent
do
p; = 10-p;
od
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Appendix E6 : Computation of the merit function.
The computation of the merit function (4.3.8) is based on the quadrature rules discussed
in Section 6.1.1, i.e.

p=

s
[o@r e ~"F b Lo, (E6.1)
4] 0

i=1

r=
where b, = £, 41— ¢,.
A consideration of the terms of the merit function that involve the mixed control state
constraints §; yields that (E6.1) gives a suitable approximation for the penalty term :

ky T

‘Z_Zl of (N1 Sy (x My 230) + %PSTU» (x .My t3p)?) dt. (E6.2)
Because the constraints S;; are taken active and inactive per collocation point.

Similarily, consider the term :

k, T B _
) f(”)zk Su (x Mg tip) + %pSZk (x mMap t:p)%) dt. (E6.3)
k=10
Because the constraints S are taken active and inactive per grid interval, formula (E6.1)
is not suitable for the calculation of this term. For this would lead to penalizing con-
straints at collocation points where the constraint is not active. Therefore (E6.3) is
approximated using a trapeziodal quadrature rule, i.e.
T p1
Jo@)ar ~ T 1n (@) + ¢ 4. (E6.4)
0 r=0
The merit function (4.3.8) is thus computed using the quadrature formula (E6.1) for all
terms but (E6.3), which is computed by means of the quadrature formula (E6.4).

Appendix E7 : Miscellaneous details.

In this appendix we shall discuss some details regarding the implementation of the
method.

Restoration phase

Before the first stage of Algorithm 4.4 is started, a restoration phase is executed. This res-
toration phase is essentially the same as the one used in the sequential gradient-restoration
method of Miele (1980). The restoration phase is used in order to obtain an approximately
feasible point and starts at an initial point, which is specified in advance.

The direction of search in the restoration phase is determined as the solution of a linear-
quadratic optimal control problem which is similar to problem (EIQP/SCOCP/A). More
specifically, the constraints of this problem are the same as those of problem
(EIQP/SCOCP/A), but the objective function (4.2.1.5) is replaced by :
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T
4, (07 d, (0) + [ld, (¢ ) a,()]

0

d, () ;
du(t) dt +dx(T) d,((T) (E7I)

As a merit function the penalty part of (4.3.8) is used, i.e.

T &
Plx um.ép) = % [ f(ll)é—f(x 7D L ifl,(x xmutip)P+
¢ i=1

kg _ kg _
321(’5 Moy L :P)Z) dt + ZZS;;(x Vi 'tj ;P)Z +
=1 ji=1
1D Gx (ONN2 + N E (< (T).T N3, (E7.2)
with :
Suxaumyeip)i= max{Sy(xut),—ny/pl (E7.3)
S'—21 (x Mz 2:p) == max {Sy(x.t), —my/p), (E7 4)

The restoration phase is terminated once the norm of the direction of search is below a
specified quantity.

Implementation of the line minimization.

The approximate line minimization outlined in Section 4.3 was implemented with B=%
and e=%. In addition to the condition (4.3.12) which must be satisfied for the step size
a=B%, the penalty term (E7.2) must satisfy :

Pla} € max

r .P{O}] (E7.5)

where {a} was used to replace (x' +ad/!, u’ +ad,, ni+a(fi~ni), & +a(E —¢),

Obviously, condition (E7.5) ascertains that ‘away from the solution’, i.e. at points where
P* < P{0}, the penalty term in the merit function is not increased.

Non-convergence of Algorithm 5.8
Non-convergence of the solution procedure of problem (EIQP/SCOCP/A) is possible to
occur as a result of the following conditions :

1) Problem (EIQP/SCOCP/A) has no bounded solution.

2)  The constraints of problem (EIQP/SCOCP/A) are inconsistent (no feasible point).
3) The maximum number of iterations in Algorithm 5.8 exceeded.

4)  Cycling detected (cf. Appendix E4).

5) The maximum number of grid modifications exceeded.

5) Rank deficiency of the matrix of constraint normals was encountered 100 many times
(cf. Appendix E4).

In each of these cases. Algorithm 5.8 is terminated. The last estimate for the solution of
problem (EIQP/SCOCP/A) which was used in Algorithm 5.8, is used as a direction of
search in Algorithm 4.4. After the determination of the step size o, Algorithm 4.4 is con-
tinued at step (i), i.e. an initialization step is executed which determines first order esti-
mates for the Lagrange multipliers at the new point.
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Numerical results

Appendix F : Numerical results.

This appendix contains a number of tables, with the convergence histories that correspond
to the numerical solution process of some of the problems discussed in Chapter 7. The
Tables F1 - F8 contain :

Table | Convergence history of
F1 unconstrained glider problem.
F2 glider problem with acceleration constraint, 7 ,,,,= 4.
F3 glider problem with velocity constraint, v ,,.,= 50.
F4 glider problem with altitude constraint, y ,;,= —30.
F5 unconstrained reentry problem.
Fé6 reentry problem with acceleration constraint, 7 .= 6.
F7 reentry problem with altitude constraint, £,,,.= 0.0090.
F8 servo problem with V., 1=1.5, A4, 1=3.c=1.

On top of each table the number of gridpoints (p) and the order of the polynomials (7)
are given. In most cases the convergence table consists of three parts. The first part shows
the convergence behaviour of the method in the restoration phase (cf. Appendix E7). The
second part of the convergence table shows the convergence behaviour in the first stage of
the method. The last part of the table shows the convergence behaviour in the second
stage. The columns of the convergence table contain the following entities :

IT Iteration number
T . Type of iteration (R = Restoration step, 1 = Initialization step,
G = Gradient step, N = Newton step)
D21 Norm of direction of search
OBJECTIVE Value of objective function
MERIT FUNCTION  Value of merit function
LAGRANGIAN Value of Lagrangian part of merit function
PCRIT Value of penalty part of merit function (excl. penalty constant)
RHOP Penalty constant
1QP Number of iteration steps used for the solution of
problem (EIQP/SCOCP/A)
iG Number of grid modifications
IR Number of times that rank deficiency of the matrix C was encounted
QPZ Number of linear conjugate gradient steps done during the solution of
problem (EIQP/SCOCP/A)
DN Dimension of Null space of matrix C after solution of
problem (EIQP/SCOCP/A)
DR Dimension of Range space of matrix C’ after solution of
problem (EIQP/SCOCP/A)
C Termination condition of Algorithm 5.8 (x= Subproblem unbounded

from below)

Below the convergence table the solutions obtained for the state and control vectors are
given at the time points £ =0, £ =0.1,...,t = 1 and the active set is listed.
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Numerical results
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Appendix F
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Numerical results
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Notations and symbols

Notations and symbols.

Throughout the thesis the following notations are used :

N(k)
R(h)

X

o
<x".x>
x*x

g UB)
Iz

e

S(& €)
8J (u:du)
J'(u)
J(w)
x()

ae.

S5 Sup

[e]

axM
fx'fu
A—-l
At
AT
k(A)

A variable with a hat (") denotes either a solution of an optimization problem or
a Lagrange multiplier corresponding 10 the solution of an optimization problem.
Null space of the operator k.

Range space of the operator h.

Dual space of the Banach space X .

Element of the dual space of the Banach space X .

Result of the linear functional x* € X" acting on x € X.

- Sameas <x',x >.

When g is an operator and B a set, then g (B ) denotes the set {x € X:g (x Je B).
If K is a set, then K~ denotes the dual cone (cf. Definition 2.3).

If S is an operator then S* denotes the adjoint operator (cf. Definition 2.4).
Neighborhood of the vector @ .

Frechet differential of the operator J at u with variation Su.

Frechet derivative of the operator J at u.

Second Fréchet derivative of the operator J at u.

Y:e[o,r](x @M.

almost everywhere.

essential supremum.

Replaces argument lists with £(z), #(z ), A(¢), etc. in Chapter 3 and argument
lists with x(z ), #* (¢ ), A (2 ), etc. in Chapters 4, 5 and 6.

Denotes the tensor product of a vector @ with a block matrix M.

Denote partial derivatives of the function f(x . ) with respect 1o x and u.
Inverse of matrix A.

Pseudo-inverse of matrix A.

Transpose of matrix A .

Condition number of matrix 4, i.e. IAI-1A™YH. The 2-norm is used for matrix
norms.
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Notations and symbols

Spaces
R Space of real numbers.
R" Euclidian space of n -vectors.
clor} Space of continuous functions on [0.7].

L.[0.7]  Space of measurable and essentially bounded function on [0.T]

L_(W,) Space of measurable and essentially bounded function on the closed set W,.

W 1071 Space of absolutely continuous functions on {0,7] with measurable and
essentially bounded time derivatives.

NBVI[0,7] Normalized space of {unctions on {0.7] of bounded variation.

Defined Problems

Acronim Description Page
EIP Abstract oplimization problem with equality and inequality constraints 15/62
EIQP Abstract optimization problem with guadratic objective function and

linear equality and inequality constraints 63
EQP Abstract optimization problem with quadratic objective function and

linear equality constraints 64
QP Abstract optimization problem with quadratic objective function and

linear inequality constraints 65
SCOCP State Constrained Optimal Control Problem 27/68
ESCOCP Optimal control problem with state equality constraints 82
EIQP/SCOCP Formulation of problem (EIQP) in terms of problem (SCOCP) 70
EQP/SCOCP Formulzation of problem (EQP) in terms of problem (SCOCP) 71
FIQP/SCOCP/A  Approximation of problem (EIQP/SCOCP) on a grid A 74
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Natations and symbols

Symbols used in terms of nonlinear programming in Banach spaces.
(Chapters 1. 2 and 4)

AWM @) Cone of admissible directions to M at &. (cf. Definition 2.5).
C(M ) Conical hull of M —{&}, (cf. Definition 2.7).

K(K.1) Set of points for second order optimality conditions (cf. (2.3.10)).
L(S.K @) Linearizing cone of ™YK ) at «. (cf. Definition 2.8).

7M@) Sequential tangent cone of M at u. (cf. Definition 2.6).

J Objective functional of problems (P.) and (P)).

K Cone defining constraints in problem (2Py).

L Banach space used in the definition of problem (P;).

U Lagrange multiplier of problem (P).

Luld) l.agrangian ol problem (P;).

M Constraint set in problem (Z,).

\) Constraint operator in problem (P ).

S. Constraint set in problem (2,,).

{ Banach space used in the definition of problems (P,) and (P).
u Variable in optimization problems (7, and (P;).

A Constraint set in problem (EIP).

B Cone defining constraints in problem (EIP).

/ Objective functional of problem (EIP).

§,~ Inequality constraint operator of problem (FIP).

h Equality constraint operator of problem (EIP).

X Banach space used in the definition of problem (EIP).
X Variable in optimization problem (EIP).

1 Banach space used in the definition of problem (EIP).
z Banach space used in the definition of problem (EIP).
P Regularity constant (cf. Theorem 2.10).

v Lagrange multiplier of problem (EIP) (corresponding 10 g ).

z Lagrange multiplier of problem (EIP) (corresponding to /).
L(x.»".z") Lagrangian of problem (EIP).

Mia} Merit function dependent of step size (cf. Section 4.1.2).

G Mapping used te¢ imitate an inner product in Banach space.

X, Current estimate for the solution in Algorithm 4.1.

¥ Current estimate for Lagrange multiplier §  in Algorithm 4.1.

Current estimate for Lagrange multiplier 2~ in Algorithm 4.1.
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Natations and symbols

¢

7

x(1)
wle)
Julx )
golx T)
hola)
flx )
D(x)
E(x.T)
Sxawr)
Salx )
14

n

m

V./
Hx uphit)

84

212

Symbols used in terms of optimal control.
(Chapters 1, 3, 4 and 5)

Time variable.

Final time.

State variable.

Control variable.

Problem function of problem (SCOCP) (objective function).

Problem function of problem (SCOCP) (objective function).

Problem function of problem (SCOCP) (objective function).

Problem function of problem (SCOCP) (differential system).
Problem function of problem (SCOCP) (initial point constraints).
Problem function of problem (SCOCP) (ierminal point constraints).
Problem function of problem (SCOCP) (mixed control state constraints).
Problem function of problem (SCOCP) (state constraints).
Constraint set in problem (SCOCP) (control constraints).

Dimension of state vector x.

Dimension of control vector u.

Dimension of vector function D.

Dimension of vector function £.

Dimension of vector function S;.

Dimension of vector function S,.

Lagrange multipliers corresponding to the differential system

also called adjoint variable.

Lagrange multipliers corresponding to the initial point constraints D.
Iagrange multipliers corresponding to the terminal point constraints £.
Lagrange multipliers corresponding to the mixed control state
constraints S;.

Lagrange multipliers corresponding to state constraints S».

Time derivative of the Lagrange multiplier £.

Discontinuity of the Lagrange multiplier £ at time point z;.
Hamiltonian (cf. (3.3.3.1)).

Functions defined by (3.3.5.7) - (3.3.5.8). that have the interpretation
of time derivatives of the state constraint Sy;.

Order of the state constraint S,; (cf. (3.3.5.9)).

Vector function of state constraints (cf. (3.3.5.10)).

Vector function of mixed control state constraints (cf. (3.3.5.11)).

Augmented Hamiltonian (cf. (3.3.6.1)).

Adjoint variable in alternative formulation of optimality conditions.
Multiplier in alternative formulation of optimality conditions.
Multiplier in alternative formulation of optimality conditions.
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R?{t]

1(t)
k()
mf’

mf
[eh; 251

t 2mf+;
Al

AZ

MC)

Mo (2 )
=k
Vi1
vt

Notations and symbols

Current estimate for the state variable in Algorithm 4.4,
Current estimate for the control variable in Algorithm 4.4.
Current estimate for the adjoint variable in Algorithm 4.4.
Current estimate for the multiplier 7, in Algorithm 4.4.
Current estimate for the multiplier £ in Algorithm 4.4,
Current estimate for the multiplier 1, in Algorithm 4.4.
Current estimate for the multiplier »; in Algorithm 4.4.
Current estimate for the multiplier o in Algorithm 4.4.
Current estimate for the multiplier 4 in Algorithm 4.4.

Matrix in definition of subproblems (cf. (4.2.1.11)).
Matrix in definition of subproblems (cf. (4.2.1.12)).
Matrix in definition of subproblems (cf. (4.2.1.13)).
Matrix in definition of subproblems (cf. (4.2.1.14)).
Matrix in definition of subproblems (cf. (4.2.1.15)).
Matrix in definition of subproblems (cf. (4.2.1.16)).

Working set of state constraint 5.

Vector function of state equality constraints (cf. (4.2.1.19)).
Vector function of mixed control state equality constraints
(cf. (5.1.2.14)).

Index set of active constraints at time point 7.

Number of constraints in the set J(z ).

Number of boundary intervals of working set W,.

Number of contact points of working set W,.

Jj-th boundary interval in working set W,.

J-th contact point in working set W,.

Grid for the junction and contact points of the mixed

control state constraints (cf. (4.2.2.1)).

Grid for the junction and contact points of the state constraints
(cf. (4.2.2.1)).

Alx A%

Number of points of the grid A’.

Time point i of grid A/.

Set of boundary points of constraint S,; (cf. Definition 4.3).
Set of boundary points of constraint S, {cf. Definition 4.3).

Merit function (cf. (4.3.8)).
Multiplier for active set strategy (cf. (5.2.23)).

Multiplier for active set strategy (cf. (5.2.26)).
Multiplier for active set strategy (cf. (5.2.27)).
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Symbols used in the numerical implementation.
(Chapter 6)

Order of polynomials on grid intervals.
Number of grid intervals.

Collocation points relative to the interval [o.11.
Grid point (r=0.1.....p ).

Collocation point ¢ on the interval [t, £, 4,1
Size of grid interval.

Weight in quadrature formula (6.1.1.22).
Weight in quadrature formula (6.1.1.24).

Junction or contact point.

Lagrange multiplier associated with interior point constraints (6.1.2.8).
Lagrange multiplier associated with mixed control state constraints (4.2.1.25).
Numerical approximation to d, (z, ).

Numerical approximation to d, (T, +; ).

Numerical approximation to d, (7, 4, ).

Numerical approximation to A, (¢, +).

Numerical approximation to A, (7, —).

Numerical approximation to A, (74 4, ).

Numerical approximation to A, (0).

Numerical approximation to A, (7).

Numerical approximation to m, (7, 4, ).

Transformed adjoint variable (cf. (6.1.2.26)).

Transformed multiplier 0 ¥ (cf. (6.1.2.27)).

Matrix in objective function of quadratic programming problem (cf. (6.1.2.34)).
Matrix of constraint normals in quadratic programming problem (cf. (6.1.2.35)).
Vector in objective function of quadratic programming problem (cf. (6.1.2.34)).
Variable in quadratic programming problem.

Inhomogeneous part of constraints (cf. (6.1.2.35)).

Lagrange multiplier of quadratic programming problem (6.1.2.34) - (6.1.2.35).
Dimension of vector d .

Number of constraints, i.e. row dimension of the matrix C.

Range space part of vector d , i.e. Cdg=b.

Null space part of vector d , i.e. Cdy =0.

fi X/ matrix whose columns are a base for the range space of the matrix cr.
7 X (7 —#) matrix whose columns are a base for the null space of the
matrix C.

Lower-triangular matrix in LQ-factorization of the matrix C.

Orthogonal matrix in LQ-factorization of the matrix C.

m Xm identy matrix.
j-th columns of the identy matrix.
Scaling matrices.
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